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Breast cancer remains a global challenge, causing over 
600,000 deaths in 2018 (ref. 1). To achieve earlier cancer 
detection, health organizations worldwide recommend screen-
ing mammography, which is estimated to decrease breast can-
cer mortality by 20–40% (refs. 2,3). Despite the clear value of 
screening mammography, significant false positive and false 
negative rates along with non-uniformities in expert reader 
availability leave opportunities for improving quality and 
access4,5. To address these limitations, there has been much 
recent interest in applying deep learning to mammography6–18, 
and these efforts have highlighted two key difficulties: obtain-
ing large amounts of annotated training data and ensuring 
generalization across populations, acquisition equipment 
and modalities. Here we present an annotation-efficient 
deep learning approach that (1) achieves state-of-the-art 
performance in mammogram classification, (2) successfully 
extends to digital breast tomosynthesis (DBT; ‘3D mammog-
raphy’), (3) detects cancers in clinically negative prior mam-
mograms of patients with cancer, (4) generalizes well to a 
population with low screening rates and (5) outperforms five 
out of five full-time breast-imaging specialists with an aver-
age increase in sensitivity of 14%. By creating new ‘maximum 
suspicion projection’ (MSP) images from DBT data, our pro-
gressively trained, multiple-instance learning approach effec-
tively trains on DBT exams using only breast-level labels while 
maintaining localization-based interpretability. Altogether, 
our results demonstrate promise towards software that can 
improve the accuracy of and access to screening mammogra-
phy worldwide.

Despite technological improvements such as the advent of 
DBT19, studies that have reviewed mammograms where cancer was 
detected estimate that indications of cancer presence are visible 
20–60% of the time in earlier exams that were interpreted as nor-
mal20–22. This missed cancer rate is driven in part by the difficulty of 
reading mammograms—abnormalities are often indicated by small, 
subtle features, and malignancies are present in approximately only 
0.5% of screened women. These challenges are exacerbated by the 
high volume of mammograms (over 40 million per year in the 

United States alone) and the additional time required to interpret 
DBT, both of which pressure radiologists to read faster.

Given these challenges, there have been many efforts in develop-
ing computer-aided diagnosis (CAD) software to assist radiologists 
in interpreting mammograms. The rationale behind initial versions 
of CAD was that even if its standalone performance was inferior to 
expert humans, it could still boost sensitivity when used as a ‘sec-
ond look’ tool. In practice however, the effectiveness of traditional 
CAD has been questioned23–26. A potential reason for the limited 
accuracy of traditional CAD is that it relied on hand-engineered 
features. Deep learning relies instead on learning the features and 
classification decisions end-to-end. Applications of deep learning to 
mammography have shown great promise, including recent impor-
tant work in which McKinney et al.17 presented evidence of a sys-
tem that exceeded radiologist performance in the interpretation of 
screening mammograms. Their system was trained and tested on 
two-dimensional (2D) mammograms from the United Kingdom 
and United States, and demonstrated generalization from training 
on UK data to testing on data collected from a US clinical site.

Despite such strong prior work, there remains meaningful room 
for improvement, especially in developing methods for DBT and 
demonstrating more widespread generalization. One of the key moti-
vations for developing artificial intelligence (AI) applications for 
mammography lies in increasing access to screening. Demonstrating 
that the performance of an AI system generalizes to populations 
with currently low screening rates would be an important initial 
step towards a tool that could help alleviate the scarcity of expert 
clinicians27,28. Furthermore, AI would ideally demonstrate benefit 
in extending the window in which many cancers can be detected. 
Finally, given the rapid rise in the use of DBT for screening and its 
additional interpretation challenges, developing AI systems for DBT 
would be particularly impactful. In sum, prior efforts have illustrated 
the potential of applying AI to mammography, but further robustness 
and generalization are necessary to move towards true clinical utility.

Both data-related and algorithmic challenges contribute to the 
difficulty of developing AI solutions that achieve the aforemen-
tioned goals. Deep learning models generally perform best when 
trained on large amounts of highly-annotated data, which are  

Robust breast cancer detection in mammography 
and digital breast tomosynthesis using an 
annotation-efficient deep learning approach
William Lotter1 ✉, Abdul Rahman Diab1,9, Bryan Haslam1,9, Jiye G. Kim   1,9, Giorgia Grisot1, Eric Wu1,7, 
Kevin Wu1,8, Jorge Onieva Onieva1, Yun Boyer1, Jerrold L. Boxerman   2,3, Meiyun Wang   4, 
Mack Bandler5, Gopal R. Vijayaraghavan6 and A. Gregory Sorensen   1 ✉

NAtuRE MEDiciNE | VOL 27 | FEBRUARy 2021 | 244–249 | www.nature.com/naturemedicine244

mailto:wlotter@deep.health
mailto:asorensen@deep.health
http://orcid.org/0000-0002-5232-7748
http://orcid.org/0000-0002-0594-1542
http://orcid.org/0000-0003-4454-5005
http://orcid.org/0000-0001-7750-8206
http://crossmark.crossref.org/dialog/?doi=10.1038/s41591-020-01174-9&domain=pdf
http://www.nature.com/naturemedicine


LettersNATurE MEDiciNE

difficult to obtain for mammography. The two most prominent pub-
lic datasets for mammography are the Digital Database of Screening 
Mammography (DDSM)29 and the Optimam Mammography 
Imaging Database (OMI-DB)30, both of which consist of 2D data. 
While relatively small compared with some natural image data-
set standards31, DDSM and OMI-DB both contain strong annota-
tions (for example, expert-drawn bounding boxes around lesions). 
As opposed to weak annotations, such as knowing only the breast 
laterality of a cancer, strong annotations are particularly valuable 
for mammography given its ‘needle in a haystack’ nature. This is 
especially true for DBT, which can contain over 100 times as many 
images (or ‘slices’) as digital mammography (DM), and on which 
malignant features are often visible in only a few of the slices. 
This combination of large data size with small, subtle findings can 
cause deep learning models to memorize spurious correlations 
in the training set that do not generalize to independent test sets. 

Strong annotations can mitigate such overfitting, but are costly and 
often impractical to collect. Nonetheless, many mammography 
AI efforts rely predominantly on strongly labeled data, and those 
that use weakly labeled data often lack a consistent framework to 
simultaneously train on both data types while maintaining intuitive 
localization-based interpretability7,11,17,32.

Here we have taken steps to address both the data and algo-
rithmic challenges of deep learning in mammography. We have 
assembled three additional training datasets, focusing especially on 
DBT, and have developed an algorithmic approach that effectively 
makes use of both strongly and weakly labeled data by progressively 
training a core model in a series of increasingly difficult tasks. We 
evaluate the resulting system extensively, assessing both standalone 
performance and performance in direct comparison with expert 
breast-imaging specialists in a reader study. In contrast to other 
recent reader studies11,17, our study involves data from a site that was 
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Fig. 1 | Model training approach and data summary. a, To effectively leverage both strongly and weakly labeled data while mitigating overfitting, we 
progressively trained our deep learning models in a series of stages. Stage 1 consists of patch-level classification using cropped image patches from 2D 
mammograms15. In Stage 2, the model trained in Stage 1 is used to initialize the feature backbone of a detection-based model. The detection model, which 
outputs bounding boxes with corresponding classification scores, is then trained end-to-end in a strongly supervised manner on full images. Stage 3 
consists of weakly supervised training, for both 2D and 3D mammography. For 2D mammography (Stage 3A), the detection network is trained for binary 
classification in an end-to-end, multiple-instance learning fashion where an image-level score is computed as a maximum over bounding box scores. For 
3D mammography (Stage 3B), the model from Stage 2 is used to condense each DBT stack into an optimized 2D projection by evaluating the DBT slices 
and extracting the most suspicious region of interest at each x–y spatial location. The model is then trained on these MSP images using the approach in 
Stage 3A. b, Summary of training and testing datasets. c, Illustration of exam definitions used here.
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never used for model training to enable a more fair and generaliz-
able comparison between AI and readers. Altogether, we use five 
test sets spanning different modalities (DM and DBT), different 
acquisition equipment manufacturers (General Electric (GE) and 
Hologic) and different populations (United States, United Kingdom 
and China). Additionally, our reader study investigates different 
timeframes of ‘ground truth’: (1) ‘index’ cancer exams, which are 
typically used in reader studies and are the screening mammograms 
acquired most recently prior to biopsy-proven malignancy; and (2) 
what we term ‘pre-index’ cancer exams—screening mammograms 

acquired a year or more prior to the index cancer exams that were 
interpreted as normal by the clinician at the time of acquisition.

Figure 1 details our model training pipeline, our training and 
testing data and our definition of different exam types. In the first 
step of our approach, we train a convolutional neural network 
(CNN) to classify whether lesions are present in cropped image 
patches15. Next, we use this CNN to initialize the backbone of a 
detection-based model that takes an entire image as input and out-
puts bounding boxes with corresponding scores that indicate the 
likelihood that the corresponding enclosed region represents a 
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Fig. 2 | Reader study results. a, Index cancer exams and confirmed negatives. i, The proposed deep learning model outperformed all 5 radiologists on the 
set of 131 index cancer exams and 154 confirmed negatives. Each data point represents a single reader, and the ROC curve represents the performance of 
the deep learning model. The cross corresponds to the mean radiologist performance with the lengths of the cross indicating 95% confidence intervals. 
ii, Sensitivity of each reader and the corresponding sensitivity of the proposed model at a specificity chosen to match each reader. iii, Specificity of each 
reader and the corresponding specificity of the proposed model at a sensitivity chosen to match each reader. b, Pre-index cancer exams and confirmed 
negatives. i, The proposed deep learning model also outperformed all five radiologists on the early-detection task. The dataset consisted of 120 pre-index 
cancer exams—which are defined as mammograms interpreted as negative 12–24 months prior to the index exam in which cancer was found—and 154 
confirmed negatives. The cross corresponds to the mean radiologist performance, with the lengths of the cross indicating 95% confidence intervals.  
ii, Sensitivity of each reader and the corresponding sensitivity of the proposed model at a specificity chosen to match each reader. iii, Specificity of each 
reader and the corresponding specificity of the proposed model at a sensitivity chosen to match each reader. For the sensitivity and specificity tables, the 
s.d. of the model minus reader difference was calculated via bootstrapping.
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malignancy. These first two stages both use strongly labeled data. In 
Stage 3A, we train the detection model on weakly labeled 2D data 
using a multiple-instance learning formulation where a maximum 
is computed over all of the bounding box scores. This results in a 
single image score that intuitively corresponds to the most suspi-
cious region-of-interest (ROI) in the image. Importantly, even 
though the model at this stage is trained only with image-level 
labels, it retains its localization-based explainability, mitigating the 
‘black box’ nature of standard classification models. Stage 3B con-
sists of our weakly supervised training approach for DBT. Given a 
DBT volume, the strongly supervised 2D model is evaluated on each 
slice to produce a set of bounding boxes that are then filtered to 
retain the highest scoring box at each spatial location. The image 
patches defined by the boxes are then collapsed into a single 2D 
image array, which we term a MSP image. After creating the MSP 
images, the strongly supervised 2D detection model from Stage 2 
is then trained on these images using the same multiple-instance 
learning formulation described above.

Figure 1b summarizes the data sources used to train and test our 
models. In addition to the OMI-DB and DDSM, we use datasets col-
lected from three US clinical sites for training, denoted as Sites A, B 
and C. The data used for testing include test partitions of the OMI-DB 
and ‘Site A – DM’ datasets in addition to three datasets that were 
never used for model training or selection. These testing-only datasets 
include a screening DM dataset from a Massachusetts health system 
used for our reader study (Site D), a diagnostic DM dataset from an 
urban hospital in China (Site E) and a screening DBT dataset from a 
community hospital in Oregon (Site A – DBT). We note that we use 
screening mammograms for testing whenever possible, but the low 
screening rates in China necessitate using diagnostic exams (those in 
which the woman presents with symptoms) in the Site E dataset.

As briefly outlined above, we conducted a reader study using 
both ‘index’ and ‘pre-index’ cancer exams to directly compare 
model performance with that of expert radiologists in both regimes. 
Specifically, we define the index exams as mammograms acquired 
up to three months prior to biopsy-proven malignancy (Fig. 1c). We 
define pre-index exams as those that were acquired 12–24 months 
prior to the index exams and were interpreted as negative in clinical 
practice. Following the Breast Imaging Reporting and Data System 

(BI-RADS) standard33, we consider a BI-RADS score of 1 or 2 as a 
negative interpretation and further define a ‘confirmed negative’ as 
a negative exam followed by an additional BI-RADS 1–2 screen. All 
of the negatives used in our reader study are confirmed negatives.

Figure 2a summarizes the results of the ‘index’ component 
of the reader study. The study involved five radiologists, each 
fellowship-trained in breast imaging and practicing full-time in 
the field. The data consisted of screening DM cases retrospectively  
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Readers: Model:Readers: Model:
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Pre-index Index
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Fig. 3 | Examples of index and pre-index cancer exam pairs. Images 
from three patients with biopsy-proven malignancies are displayed. For 
each patient, an image from the index exam from which the cancer was 
discovered is shown on the right, and an image from the prior screening 
exam acquired 12–24 months earlier and interpreted as negative is shown 
on the left. From top to bottom, the number of days between the index 
and pre-index exams is 378, 629, and 414. The dots below each image 
indicate reader and model performance. Specifically, the number of infilled 
black dots represent how many of the five readers correctly classified the 
corresponding case, and the number of infilled red dots represent how 
many times the model would correctly classify the case if the model score 
threshold was individually set to match the specificity of each reader. The 
model is thus evaluated at five binary decision thresholds for comparison 
purposes, and we note that a different binary score threshold may be used 
in practice. Red boxes on the images indicate the model’s bounding box 
output. White arrows indicate the location of the malignant lesion. a, A 
cancer that was correctly classified by all readers and the deep learning 
model at all thresholds in the index case, but detected by only the model 
in the pre-index case. b, A cancer that was detected by the model in both 
the pre-index and index cases, but detected by only one reader in the index 
case and zero readers in the pre-index case. c, A cancer that was detected 
by the readers and the model in the index case, but detected by only one 
reader in the pre-index case. The absence of a red bounding box indicates 
that the model did not detect the cancer.
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collected from a regional health system located in a different US state 
than any of the sources of training data. Figure 2a contains a receiver 
operating characteristic (ROC) plot based on case-level performance 
comparing the readers with the proposed deep learning model on 
the set of 131 index cancer exams and 154 confirmed negatives. The 
points representing each reader all fall below the model’s ROC curve, 
indicating that the model outperformed all five radiologists. At the 
average reader specificity, the model achieved an absolute increase 
in sensitivity of 14.2% (95% confidence interval (CI): 9.2–18.5%; 
P < 0.0001). At the average reader sensitivity, the model achieved 
an absolute increase in specificity of 24.0% (95% CI: 17.4–30.4%; 
P < 0.0001). Reader ROC curves based on a continuous ‘probabil-
ity of malignancy’ score are also contained in Extended Data Fig. 1 
and illustrate similar higher performance by the model. Additionally, 
the model outperformed every simulated combination of the readers 
(Extended Data Fig. 2) and also compares favorably to other recently 
published models on this dataset7,11,32 (Extended Data Fig. 3).

Figure 2b summarizes the second component of the reader study 
involving pre-index exams from the same patients. Pre-index exams 
can largely be thought of as challenging false negatives, as studies 
estimate that breast cancers typically exist 3+ years prior to detection 
by mammography34,35. The deep learning model outperformed all 
five readers in the early detection, pre-index paradigm as well. The 
absolute performances of the readers and the model were lower on 
the pre-index cancer exams than on the index cancer exams, which 
is expected given the difficulty of these cases. Nonetheless, the model 
still demonstrated an absolute increase in sensitivity of 17.5% (95% CI: 
6.0–26.2%; P = 0.0009) at the average reader specificity, and an abso-
lute increase in specificity of 16.2% (95% CI: 7.3–24.6%; P = 0.0008) at 
the average reader sensitivity. At a specificity of 90% (ref. 36), the model 
would have flagged 45.8% (95% CI: 28.8–57.1%) of the pre-index 
(‘missed’) cancer cases for additional workup. The model additionally 
exhibited higher performance than recently published models on the 
pre-index dataset as well7,11,32 (Extended Data Fig. 4).

Given the interpretable localization outputs of the model, it is 
possible to evaluate sensitivity while requiring correct localization. 
For both laterality-level and quadrant-level localization, we find 
that the model again demonstrated improvements in sensitivity for 
both the index and pre-index cases, as detailed in Extended Data 
Fig. 5. Examples of pre-index cancer cases detected by the model are 
shown in Fig. 3. The trend of higher model performance also holds 
when considering factors such as lesion type, cancer type, cancer 
size and breast density (Extended Data Fig. 6). Nevertheless, there 
are examples in which the model missed cancers that were detected 
by the readers, and vice versa (Extended Data Fig. 7).

Building upon the reader study performance, we evaluated 
standalone performance of our approach on larger, diverse datas-
ets spanning different populations, equipment manufacturers and 
modalities. These results are summarized in Table 1, which are cal-
culated using index cancer exams. Additional results using pre-index 
exams and other case definitions are contained in Extended Data 
Fig. 8, and a summary of performance across all datasets is con-
tained in Extended Data Fig. 9. Beginning with a test partition of 
the OMI-DB including 1,205 cancers and 1,538 confirmed nega-
tives, our approach exhibits strong performance on DM exams from 
a UK screening population with an area under the curve (AUC) of 
0.963 ± 0.003 (0.961 ± 0.003 using all 1,967 negatives, confirmed 
and unconfirmed; s.d. for AUC was calculated via bootstrapping). 
On a test partition of the Site A – DM dataset with 254 cancers 
and 7,697 confirmed negatives, the model achieved an AUC of 
0.927 ± 0.008 (0.931 ± 0.008 using all 16,369 negatives), which is not 
statistically different from the results on the other tested US screen-
ing DM dataset (Site D; P = 0.22). The Site A – DM dataset consists 
of mammograms acquired using GE equipment, as opposed to the 
Hologic equipment used for the majority of the other datasets.

To further test the generalizability of our model, we assessed 
performance on a DM dataset collected at an urban Chinese hos-
pital (Site E). Testing generalization to this dataset is particularly 
meaningful given the low screening rates in China28 and the known 
(and potentially unknown) biological differences found in mam-
mograms between Western and Asian populations, including a 
greater proportion of women with dense breasts in Asian popula-
tions37. The deep learning model, which was evaluated locally at 
the Chinese hospital, generalized well to this population, achieving 
an AUC of 0.971 ± 0.005 (using all negatives – ‘confirmation’ is not 
possible given the lack of follow-up screening). Even when adjust-
ing for tumor size to approximately match the statistics expected in 
an American screening population, the model achieved an AUC of 
0.956 ± 0.020 (see Table 1 and Methods).

Finally, our DBT approach performs well when evaluated at a site 
not used for DBT model training. Our method, which generates an 
optimized MSP image from the DBT slices and then classifies this 
image, achieved an AUC of 0.947 ± 0.012 (with 78 cancers and 519 
confirmed negatives; 0.950 ± 0.010 using all 11,609 negative exams). 
If we instead simply fine-tune our strongly supervised 2D model 
on the manufacturer-generated synthetic 2D images that are gener-
ated by default with each DBT study, the resulting model achieved 
0.922 ± 0.016 AUC on the test set (0.923 ± 0.015 AUC using all nega-
tives). Averaging predictions across the manufacturer-generated syn-
thetic images and our MSP images results in an overall performance 

Table 1 | Summary of additional DM and DBt evaluation

Dataset Location Manufacturer Model input type Auc

OMI-DB UK Hologic 2D DM 0.963 ± 0.003
Site A – DM Oregon GE 2D DM 0.927 ± 0.008
Site E China Hologic 2D DM 0.971 ± 0.005
Site E (resampled) China Hologic 2D DM 0.956 ± 0.020
Site A – DBT Oregon Hologic 2D* DBT manufacturer synthetics 0.922 ± 0.016
Site A – DBT Oregon Hologic 3D DBT slices 0.947 ± 0.012
Site A – DBT Oregon Hologic 2D + 3D DBT manufacturer synthetics + slices 0.957 ± 0.010

All results correspond to using the index exam for cancer cases and confirmed negatives for the non-cancer cases, except for Site E where the negatives are unconfirmed. Pre-index results, where possible, 
and additional analysis are included in Extended Data Fig. 8. Rows 1 and 2, performance of the 2D deep learning model on held-out test sets of the OMI-DB (1,205 cancers, 1,538 negatives) and Site A 
(254 cancers, 7,697 negatives) datasets. Rows 3 and 4, performance on a dataset collected at a Chinese hospital (Site E; 533 cancers, 1,000 negatives). The dataset consists entirely of diagnostic exams 
given the low prevalence of screening mammography in China. Nevertheless, even when adjusting for tumor size using bootstrap resampling to approximate the distribution of tumor sizes expected in an 
American screening population (see Methods), the model still achieves high performance (Row 4). Rows 5–7, performance on DBT data (Site A – DBT; 78 cancers, 518 negatives). Row 5 contains results of 
the 2D model fine-tuned on the manufacturer-generated synthetic 2D images, which are created to augment/substitute DM images in a DBT study (the ‘*’ symbol indicates this fine-tuned model). Row 6 
contains the results of the weakly supervised 3D model, illustrating strong performance when evaluated on the MSP images computed from the DBT slices. We note that when scoring the DBT volume as 
the maximum bounding box score over all of the slices, the strongly supervised 2D model used to create the MSP images exhibits an AUC of 0.865 ± 0.020. Thus, fine-tuning this model on the MSP images 
significantly improves its performance. Row 7, results when combining predictions across the final 3D model and 2D models. The s.d. for each AUC value was calculated via bootstrapping.
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of 0.957 ± 0.010 (0.959 ± 0.008 using all negatives). Examples of the 
MSP images can be found in Extended Data Fig. 10, which illustrate 
how the approach can be useful in mitigating tissue superposition 
compared with the manufacturer-generated synthetic 2D images.

In summary, we have developed a deep learning approach that 
effectively leverages both strongly and weakly labeled data by pro-
gressively training in stages while maintaining localization-based 
interpretability. Our approach also extends to DBT, which is espe-
cially important given its rising use as state-of-the-art mammogra-
phy screening and the additional time required for its interpretation. 
In a reader study, our system outperformed five out of five full-time 
breast-imaging specialists. This performance differential occurred 
on both the exams in which cancers were found in practice and the 
prior exams of these cancer cases. Nevertheless, prospective clinical 
cohort studies will ultimately provide the best comparison to the 
current standard of care. Furthermore, while we have aimed to test 
performance across various definitions of ‘positive’ and ‘negative’, 
assigning ground truth is non-trivial for screening mammography 
and further real-world, regulated validation is needed before clini-
cal use38. An encouraging aspect regarding generalization, nonethe-
less, is that our reader study involved data from a site never used 
for model development. We additionally observe similar levels of 
performance in four other larger datasets, including independent 
data from a Chinese hospital. One particular reason why our system 
may generalize well is that it has also been trained on a wide array of 
sources, including five datasets in total. Altogether, our results show 
great promise towards earlier cancer detection and improved access 
to screening mammography using deep learning.
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Methods
Ethical approval. All non-public datasets (data from Sites A, B, C, D and E) were 
collected under Institutional Review Board (IRB) approval. The following review 
boards were used for each dataset: Site A, Southern Oregon IRB; Site B, Rhode 
Island Hospital IRB; Site C, Providence IRB; Site D, Advarra IRB; and Site E, 
Henan Provincial People’s Hospital IRB. All of the datasets used in the study were 
de-identified prior to model training and testing.

Dataset descriptions. Details of all utilized datasets are provided below. Each 
dataset was partitioned into one or more of the following splits: training, model 
selection and/or testing. The model-selection split was specifically used to choose 
final models and to determine when to stop model training. Data splits were 
created at the patient level, meaning that exams from a given patient were all in the 
same split. Rules for label assignment and case selection for training data varied 
slightly across datasets given variability in collection time periods and available 
metadata (as described below). However, the definitions of testing sets and label 
criteria were standardized across datasets unless otherwise stated. In the main 
text, the following definitions were used in assigning labels (as summarized in 
Fig. 1c): index cancer, a mammogram obtained within the 3 months preceding 
a cancer diagnosis; pre-index cancer, a mammogram interpreted as BI-RADS 
category 1 or 2 and obtained 12–24 months prior to an index exam; negative, a 
mammogram interpreted as BI-RADS 1 or 2 from a patient with no known prior 
or future history of breast cancer; confirmed negative, a negative exam followed 
by an additional BI-RADS 1 or 2 interpretation at the next screening exam 9–39 
months later (which represents 1–3 yr of follow-up depending on the screening 
paradigm with a 3-month buffer). We extend the time window beyond 3 yr to 
include triennial screening (for example, as performed in the United Kingdom). 
In Extended Data Fig. 8, we include additional results using a 12-month time 
window for defining an index cancer exam, as well as including pathology-proven 
benign cases. Throughout, we treat pre-index cases as positives because, while it is 
not guaranteed that a pathology-proven cancer could have been determined with 
appropriate follow-up, it is likely that cancer existed at the time of acquisition for 
the vast majority of these exams34,35.

All datasets shared the same algorithm for creating test sets, except Site D 
(which is described in detail in the corresponding section below). Studies were 
labeled as ‘index’, ‘pre-index’, ‘confirmed negative’, ‘unconfirmed negative’ or ‘none’ 
on the basis of the aforementioned criteria. For each patient in the test set, one 
study was chosen in the following order of descending priority: ‘index’, ‘pre-index’, 
‘confirmed negative’ or ‘unconfirmed negative’. If a patient had multiple exams with 
the chosen label, one exam was randomly sampled. If a patient had an index exam, 
a single pre-index exam was also included when available. For all training and 
testing, only craniocaudal (CC) and mediolateral oblique (MLO) mammographic 
views were used. All test sets included only screening exams except for Site E, for 
which all tested exams were diagnostic given the low screening rates in China. 
A summary of all the testing datasets and corresponding results is contained 
in Extended Data Fig. 9. We note that the proportion of confirmed versus 
unconfirmed negatives varies by site largely because of differing time periods of 
exam acquisition (for example, not enough time may have passed for confirmation 
for some exams), screening paradigms and/or BI-RADS information collection 
ranges. We report performance using both confirmed and unconfirmed negatives 
when possible to consider results on a stringent definition of negative while also 
evaluating on larger amounts of data.

For training, labeling amounts to assigning each training instance (either an 
image or bounding box) a label of ‘1’ for cancer and ‘0’ for non-cancer. The chief 
decision for assigning images a label of ‘1’ (cancer) is in the time window allowed 
between cancer confirmation (biopsy) and image acquisition. For US datasets, 
we set this window to 15 months. This time window was chosen to balance the 
risk of overfitting with still including some pre-index cancer exams for training. 
Localization annotations were not available for the US datasets (except DDSM, 
which has only index cancers), so extending the time window further could 
lead to overfitting on more subtle cancers. Nonetheless, the mix of yearly and 
biyearly screening in the United States enables the inclusion of some pre-index 
cancers using a 15-month time window. For the OMI-DB from the United 
Kingdom, we extend this window by a year since this dataset includes a high 
proportion of strongly labeled data and because the standard screening interval 
is longer in the United Kingdom. For non-cancers, unless otherwise noted, we 
use screening negative exams (BI-RADS 1 or 2) from patients with no history 
of cancer and, when available, pathology-confirmed benign cases from patients 
with no history of cancer. For the pathology-confirmed benign cases, we trained 
on both screening and diagnostic exams. For cancers, we additionally included 
both screening and diagnostic exams for training. We have found that training 
on diagnostic exams can improve performance even when evaluating on only 
screening exams (and vice versa). The only dataset where we train exclusively 
on screening exams is the Site A – DM dataset, where the lack of benign biopsy 
information would entail that all of the diagnostic exams to be included in 
training would be cancers, so we exclude diagnostics altogether to avoid such bias. 
As opposed to model testing where only one exam per patient is included, we use 
all qualified exams for a given patient for training. Below, we provide additional 
details of the datasets.

Digital Database of Screening Mammography. DDSM is a public database 
of scanned film mammography studies from the United States containing 
cases categorized as normal, benign, and malignant with verified pathology 
information29. The dataset includes radiologist-drawn segmentation maps for every 
detected lesion. We split the data into 90%/10% training/model selection splits, 
resulting in 732 cancer, 743 benign and 807 normal studies for training. We did not 
use any data from DDSM for testing given that it is a scanned film dataset.

OPTIMAM Mammography Imaging Database. The OMI-DB is a publicly available 
dataset from the United Kingdom, containing screening and diagnostic digital 
mammograms primarily obtained using Hologic equipment30. We split the unique 
list of patients into 60%/20%/20% training/model selection/testing splits. This 
results in a training set of 5,233 cancer studies (2,332 with bounding boxes), 1,276 
benign studies (296 with bounding boxes) and 16,887 negative studies. We note 
that although the proportion of positives to negatives in OMI-DB is much higher 
than the ratio expected in a screening population, the positives and negatives 
themselves are randomly sampled from their respective populations. Thus, given 
the invariance of ROC curves to incidence rates, we would not expect bias in the 
test set AUC in this population compared to the full population with a natural 
incidence rate.

Site A. Site A is a community hospital in Oregon. The dataset from Site A primarily 
consists of screening mammograms, with DM data from 2010 to 2015 collected 
almost entirely from GE equipment, and DBT data from 2016 to 2017 collected 
almost entirely from Hologic equipment. For the DM data, 40% of the patients 
were used for training, 20% were used for model selection and 40% were used 
for testing. We use the DBT data solely for testing, given its high proportion of 
screening exams compared with the other utilized DBT datasets. Ground-truth 
cancer status for both modalities was obtained using a local hospital cancer 
registry. A radiology report also accompanied each study and contained BI-RADS 
information. For the DBT data, a list of benigns was additionally provided by the 
hospital, but such information was not available for the DM data. Given the extent 
of longitudinal data present in the DM dataset and the lack of confirmed benign 
pathology information for this data, we are slightly more strict when choosing the 
non-cancers for training, specifically requiring the negatives to have no record of 
non-screening procedures or non-normal interpretations for the patient for 18 
months prior to and following the exam. This results in 466 cancer studies and 
48,248 negative studies for training in the Site A – DM dataset.

Site B. Site B consists of an inpatient medical center and affiliated imaging 
centers in Rhode Island. The data from this site contain DBT mammograms 
from Hologic equipment, with a mix of screening and diagnostic exams collected 
retrospectively between 2016 and 2017. Cancer status, benign results and BI-RADS 
were determined using a local database. We split the list of unique patients into 
80%/20% training/model selection splits. Given the relatively smaller amount of 
DBT available for training and the desire to test on datasets not used for training, 
Site B was solely used for model development. The training split consists of 
13,767 negative cases, 379 benign cases and 263 cancer cases. We note that the 
manufacturer-generated synthetic 2D images were also included in the weakly 
supervised training for the final 2D model.

Site C. Site C is a health system in Oregon separate from the one in Site A. From 
Site C, DBT cases were retrospectively collected between 2017 and 2018. The data 
consist of a mix of screening and diagnostic cases acquired almost entirely using 
Hologic equipment. We split the unique list of patients into 70%/30% training/
model selection splits. A regional cancer registry was used to determine cancer 
status. Like Site B, we use Site C solely for model development. Historical BI-RADS 
information was not readily available for all of the cases in Site C, so we use cases 
from patients with no entry in the regional cancer registry as non-cancers for 
training. Given the geographic proximity of Site C and Site A, we exclude a small 
number of patients that overlap in both sets when performing testing on Site A. We 
note that the manufacturer-generated synthetic 2D images were also included in 
the weakly supervised training for the final 2D model.

Site D. Data from Site D were used for the reader study and consisted of 405 
screening DM exams that were collected retrospectively from a single health 
system in Massachusetts with 4 different imaging collection centers. No data from 
this site were ever used for model training or selection. The exams included in 
the study were acquired between July 2011 and June 2014. Out of the 405 studies, 
154 were negative, 131 were index cancer exams and 120 were pre-index cancer 
exams. All of the negatives were confirmed negatives. The index cancer exams were 
screening mammograms interpreted as suspicious and confirmed to be malignant 
by pathology within three months of acquisition. The pre-index exams came from 
the same set of women as the index exams and consisted of screening exams that 
were interpreted as BI-RADS 1 or 2 and acquired 12–24 months prior to the index 
exams. All studies were acquired using Hologic equipment. Case selection was 
conducted over several steps. First, the patients included in the study were selected 
by taking all patients with qualifying index and pre-index exams over the specified 
time period using a local cancer registry. Due to PACS limitations, it was not 
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possible to obtain some pre-index cases. Next, the non-cancer cases were chosen 
to have a similar distribution in patient age and breast density compared with 
the cancer cases using bucketing. In total, 154 non-cancer, 131 index cancer and 
120 pre-index cancer mammograms were collected from 285 women. Additional 
details on case composition are contained in Extended Data Fig. 6, including 
breast density for all patients and cancer type, cancer size and lesion type for the 
index cancer exam. Breast density and lesion type were obtained from the initial 
radiology reports. Cancer type and size were obtained from pathology reports.

Site E. Site E consists of a dataset from an urban hospital in China collected 
retrospectively from a contiguous period between 2012 and 2017. Over this 
time period, all pathology-proven cancers were collected along with a uniformly 
random sample of non-cancers, resulting in 533 cancers, 1,000 negatives (BI-RADS 
1 or 2 interpretation) and 100 pathology-proven benigns. Due to the low screening 
rates in China, the data came from diagnostic exams, so the distribution of tumor 
sizes from the cancer cases contained more large tumors (for example, 64% larger 
than 2 cm) than would be expected in a typical US screening population. For better 
comparison with a US screening population, results on Site E were also calculated 
using a bootstrap resampling method to approximately match the distribution of 
tumor sizes from a US population according to the American College of Radiology 
National Radiology Data Registry (https://nrdr.acr.org/Portal/NMD/Main/page.
aspx). Using this approach, a mean AUC was computed over 5,000 bootstrapped 
populations. Site E was solely used for testing and never for model development. 
Furthermore, the deep learning system was evaluated locally at the hospital and 
data never left the site.

Model development and training. The first stage of model training consisted 
of patch-level classification15 (Stage 1 in Fig. 1). Patches of size 275 × 275 pixels 
were created from the DDSM and OMI-DB datasets after the original images were 
resized to a height of 1,750 pixels. Data augmentation was also used when creating 
the patches, including random rotations of up to 360o, image resizing by up to 
20% and vertical mirroring. Preprocessing consisted of normalizing pixel values 
to a range of (−127.5, 127.5). When creating patches containing lesions, a random 
location within the lesion boundary was selected as the center of the patch. If the 
resulting patch had fewer than 6 pixels containing the lesion mask, the patch was 
discarded and a new patch was sampled. For all patches, if the patch contained 
<10% of the breast foreground, as determined by Otsu’s method39 for DDSM 
and by thresholding using the minimal pixel value in the image for OMI-DB, 
then the patch was discarded. In total, two million patches were created with an 
equal number of patches with and without lesions. For the patch classification 
model, we use a popular convolutional neural network, ResNet-50 (ref. 40). The 
patch-based training stage itself consisted of two training sequences. First, starting 
from ImageNet31 pretrained weights, the ResNet-50 model was trained for five-way 
classification of lesion type: mass, calcifications, focal asymmetry, architectural 
distortion or no lesion. Patches from DDSM and OMI-DB were sampled in 
proportion to the number of cancer cases in each dataset. The model was trained 
for 62,500 batches with a batch size of 16, sampling equally from all lesion 
types. The Adam optimizer41 was used with a learning rate of 1 × 10–5. Next, the 
patch-level model was trained for three-way classification using labels of normal, 
benign or malignant, again sampling equally from all categories. The same training 
parameters were also used for this stage of patch-level training.

After patch-level training, the ResNet-50 weights were used to initialize 
the backbone of a popular detection model, RetinaNet42, for the second stage 
of training: strongly supervised, image-level training (Stage 2 in Fig. 1). Image 
preprocessing consisted of resizing to a height of 1,750 pixels (maintaining 
the original aspect ratio), cropping out the background using the thresholding 
methods described above and normalizing pixel values to a range of (−127.5, 
127.5). Data augmentation during training included random resizing of up to 15% 
and random vertical mirroring. Given the high class imbalance of mammography 
(far fewer positives than negatives), we implemented class balancing during 
training by sampling malignant and non-malignant examples with equal 
probability7,15,16. This class balancing was additionally implemented within datasets 
to prevent the model from learning biases in the different proportions of cancers 
across datasets. For this strongly supervised, image-level training stage, we use 
the bounding boxes in the OMI-DB and DDSM datasets. Three-way bounding 
box classification was performed using labels of normal, benign or malignant. 
The RetinaNet model was trained for 100,000 iterations with a batch size of 1. The 
Adam optimizer41 was used, with a learning rate of 1 × 10–5 and gradient norm 
clipping with a value of 0.001. Default hyperparameters were used in the RetinaNet 
loss, except for a weight of 0.5 that was given to the regression loss and a weight of 
1.0 that was given to the classification loss.

For the weakly supervised training stage (Stage 3 in Fig. 1), binary cancer/
no-cancer classification was performed with a binary cross entropy loss. The same 
image input processing steps were used as in the strongly supervised training stage. 
The RetinaNet architecture was converted to a classification model by taking a 
maximum over all of the bounding box classification scores, resulting in a model 
that remains fully differentiable while allowing end-to-end training with binary 
labels. For 2D, training consisted of 300,000 iterations using the Adam optimizer41, 
starting with a learning rate of 2.5 × 10–6, which was decreased by a factor of 4 

every 100,000 iterations. Final model weights were chosen by monitoring AUC 
performance on the validation set every 4,000 iterations.

For DBT, our MSP approach was motivated by the value of DBT in providing 
an optimal view into a lesion that could otherwise be obscured by overlapping 
tissue, and by the similarity between DBT and DM images which suggests the 
applicability of transfer learning. Furthermore, we especially consider that the 
aggregate nature of 2D mammography can help reduce overfitting compared 
with training end-to-end on a large DBT volume. To this end, in Stage 3B the 
MSP images were created using the model resulting from 2D strongly supervised 
training as described above, after an additional 50,000 training iterations with a 
learning rate of 2.5 × 10–6. To create the MSP images, the 2D model was evaluated 
on every slice in a DBT stack except for the first and last 10% of slices (which 
are frequently noisy). A minimal bounding box score threshold was set at a 
level that achieved 99% sensitivity on the OMI-DB validation set. The bounding 
boxes over all evaluated slices were filtered using non-maximum suppression 
using an intersection-over-union threshold of 0.2. The image patches defined 
by the filtered bounding boxes were then collapsed into a single 2D image array 
representing an image optimized for further model training. Any ‘empty’ pixels in 
the projection were infilled with the corresponding pixels from the center slice of 
the DBT stack, resulting in the final MSP image. Overall, the MSP process is akin 
to a maximum-intensity projection except that the maximum is computed over 
ROI malignancy suspicion predicted by an AI model instead of over pixel-level 
intensity. Training on the resulting MSP images was conducted similar to the 
2D weakly supervised approach, except that the model was trained for 100,000 
iterations. The input processing parameters used for 2D images were reused for 
DBT slices and MSP images.

After weakly supervised training for both the 2D and 3D models, we fine-tune 
the regression (that is, localization) head of the RetinaNet architecture on the 
strongly labeled data used in Stage 2. Specifically, the backbone and classification 
head of the network are frozen, and only the regression head is updated during this 
fine-tuning. This allows the regression head to adapt to any change in the weights 
in the backbone of the network during the weakly supervised training stage, 
where the regression head is not updated. For this regression fine-tuning stage, the 
network is trained for 50,000 iterations with a learning rate of 2.5 × 10–6 using the 
same preprocessing and data augmentation procedures as the previous stages.

Final model selection was based on performance on the held-out 
model selection data partition. The final model was an aggregation of three 
equivalently-trained models starting from different random seeds. A prediction 
score for a given image was calculated by averaging across the three models’ 
predictions for both horizontal orientations of the image (resulting in an 
average over six scores). Regression coordinates of the bounding box anchors 
were additionally averaged across the three models. Each breast was assigned 
a malignancy score by taking the average score over all of its views. Each study 
was assigned a score by taking the greater of its two breast-level scores. Finally, 
while we note that random data augmentation was used during model training as 
described above, data processing during testing is deterministic, as are the models 
themselves.

The deep learning models were developed and evaluated using the Keras 
(https://keras.io/) and keras-retinanet (https://github.com/fizyr/keras-retinanet) 
libraries with a Tensorflow backend (https://www.tensorflow.org). Data analysis 
was performed using the Python language with the numpy, pandas, scipy and 
sklearn packages. DCMTK (https://dicom.offis.de/dcmtk.php.en) and Pydicom 
(https://pydicom.github.io/) were used for processing DICOM files.

Reader study. The reader study was performed to directly assess the performance 
of the proposed deep learning system in comparison with expert radiologists. 
While a reader study is certainly an artificial setting, such studies avoid the 
‘gatekeeper bias’ inherent in retrospective performance comparison17, since the 
ground truth of each case is established a priori in reader studies. Recent evidence 
also suggests that the rate of positive enrichment itself in reader studies may have 
little effect on reader aggregate ROC performance43,44.

Reader selection. Five board-certified and Mammography Quality Standards Act 
(MQSA)-qualified radiologists were recruited as readers for the reader study. All 
readers were fellowship-trained in breast imaging and had practiced for an average 
of 5.6 yr post-fellowship (range 2–12 yr). The readers read an average of 6,969 
mammograms over the year preceding the reader study (range of 2,921–9,260), 
60% of which were DM and 40% of which were DBT.

Study design. The data for the reader study came from Site D as described above. 
The study was conducted in two sessions. During the first session, radiologists 
read the 131 index cancer exams and 76 of the negative exams. During the second 
session, radiologists read the 120 pre-index exams and the remaining 78 negative 
exams. There was a washout period of at least 4 weeks in between the 2 sessions 
for each reader. The readers were instructed to give a forced BI-RADS score 
for each case (1–5). BI-RADS 1 and 2 were considered no recall, and BI-RADS 
3, 4 and 5 were considered recall36. Radiologists did not have any information 
about the patients (such as previous medical history, radiology reports or other 
patient records), and were informed that the study dataset is enriched with 
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cancer mammograms relative to the standard prevalence observed in screening; 
however, they were not informed about the proportion of case types. All readers 
viewed and interpreted the studies on dedicated mammography workstations 
in an environment similar to their clinical practice. Readers recorded their 
interpretations in electronic case report forms using SurveyMonkey. In addition 
to a forced BI-RADS, readers provided breast-density classification and, for 
each detected lesion, the lesion type, laterality, quadrant and a 0–100 probability 
of malignancy score (for up to 4 lesions). In the main text, reader binary recall 
decisions using BI-RADS were used for analysis because this more closely reflects 
clinical practice. In Extended Data Fig. 1, reader ROC curves using the probability 
of malignancy score were also computed, which show similar results.

Localization-based analysis. While the reader study results in the main text 
correspond to case-level classification performance, localization-based analysis was 
also performed. In the study, readers reported the breast laterality and quadrant 
for each lesion that was determined to warrant recall. Ground-truth laterality and 
quadrant for malignant lesions were provided by the clinical lead of the reader study 
by inspecting the mammogram images along with pathology and radiology reports. 
For the pre-index cases, the ground-truth location was set to the ground-truth 
location of the corresponding index case, even if the lesion was deemed not visible 
in the pre-index exam. The proposed deep learning model provides localization 
in the form of bounding boxes. To compare to the readers and to also act as an 
exercise in model output interpretability, a MQSA-qualified radiologist from a 
different practice than the reader study site mapped the outputted boxes of the 
model to breast laterality and quadrant. This radiologist was blinded to the ground 
truth of the cases and was instructed to estimate the location of the centroid for 
each given bounding box, restricting the estimation to one quadrant.

Localization-based results are contained in Extended Data Fig. 5. Both 
laterality-based and quadrant-based localization sensitivities are considered, 
requiring correct localization at the corresponding level in addition to recalling the 
case. Since the readers reported at most 1 lesion for the vast majority of cases (90%) 
and to avoid scenarios where predictions involving many locations are rewarded, 
our primary analysis restricts the predicted locations to the location corresponding 
to the highest scoring lesion. For the model, this corresponds to taking the 
highest scoring bounding box in the highest scoring laterality. For the readers, 
the probability of malignancy score provided for each lesion was used to select 
the highest scoring location. In cases with more than one malignant lesion, a true 
positive was assigned if the reader or model location matched the location of any of 
the malignant lesions. As in Fig. 2a(ii) and Fig. 2b(ii), we compared the sensitivity 
of each reader to the model by choosing a model score threshold that matches 
the specificity of the given reader. The model was also compared with the reader 
average in a similar fashion. We additionally report results where we considered a 
prediction a true positive if any reported lesion by the reader matches the ground 
truth location (that is, instead of just the top scoring lesion), while still restricting 
the model to one box per study.

Statistical analysis. ROC curves were used throughout the text as a main 
evaluation method. We note that ROC analysis is the standard method for 
assessing diagnostic performance because it is invariant to the ratio of positive to 
negative cases, and because it allows the comparison of performance across the 
entire range of possible recall rates (in other words, operating points). Confidence 
intervals and s.d. values for AUCs and average readers’ sensitivity and specificity 
were computed via bootstrapping with 10,000 random resamples. The P values for 
comparing the model’s sensitivity and specificity with the average reader sensitivity 
and specificity were computed by taking the proportion of times the difference 
between the model and readers was less than 0 across the bootstrap resamples. 
The P value for comparing AUCs between two models on the same dataset 
was computed using the DeLong method45. Bootstrapping with 10,000 random 
resamples was used to compare AUC performance across datasets.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
Applications for access of the OMI-DB can be completed at https://medphys.
royalsurrey.nhs.uk/omidb/getting-access/. The DDSM can be accessed at  
http://www.eng.usf.edu/cvprg/Mammography/Database.html. The remainder  

of the datasets used are not currently permitted for public release by their 
respective Institutional Review Boards.

code availability
Code to enable model evaluation for research purposes via an evaluation server has 
been made available at https://github.com/DeepHealthAI/nature_medicine_2020.
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Extended Data Fig. 1 | Reader ROc curves using Probability of Malignancy metric. For each lesion deemed suspicious enough to warrant recall, readers 
assigned a 0–100 probability of malignancy (POM) score. Cases not recalled were assigned a score of 0. a, ROC curve using POM on the 131 index 
cancer cases and 154 confirmed negatives. In order of reader number, the reader AUCs are 0.736 ± 0.023, 0.849 ± 0.022, 0.870 ± 0.021, 0.891 ± 0.019, 
and 0.817 ± 0.025. b, ROC curve using POM on the 120 pre-index cancer cases and 154 confirmed negatives. In order of reader number, the reader 
AUCs are 0.594 ± 0.021, 0.654 ± 0.031, 0.632 ± 0.030, 0.613 ± 0.033, and 0.694 ± 0.031. The standard deviation for each AUC value was calculated via 
bootstrapping.
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Extended Data Fig. 2 | Results of model compared to synthesized panel of readers. Comparison of model ROC curves to every combination of 2, 3, 4 
and 5 readers. Readers were combined by averaging BIRADS scores, with sensitivity and specificity calculated using a threshold of 3. On both the a, index 
cancer exams and b, pre-index cancer exams, the model outperformed every combination of readers, as indicated by each combination falling below the 
model’s respective ROC curve. The reader study dataset consists of 131 index cancer exams, 120 pre-index cancer exams and 154 confirmed negatives.
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Extended Data Fig. 3 | comparison to recent work – index cancer exams. The performance of the proposed model is compared to other recently 
published models on the set of index cancer exams and confirmed negatives from our reader study a-c, and the ‘Site A – DM dataset’ d. P-values for 
AUC differences were calculated using the DeLong method45 (two sided). Confidence intervals for AUC, sensitivity and specificity were computed via 
bootstrapping. a, ROC AUC comparison: Reader study data (Site D). The Site D dataset contains 131 index cancer exams and 154 confirmed negatives. The 
DeLong method z-values corresponding to the AUC differences are, from top to bottom, 3.44, 4.87, and 4.76. b, Sensitivity of models compared to readers. 
Sensitivity was obtained at the point on the ROC curve corresponding to the average reader specificity. Delta values show the difference between model 
sensitivity and average reader sensitivity and the P-values correspond to this difference (computed via bootstrapping). c, Specificity of models compared 
to readers. Specificity was obtained at the point on the ROC curve corresponding to the average reader sensitivity. Delta values show the difference 
between model specificity and average reader specificity and the P-values correspond to this difference (computed via bootstrapping). d, ROC AUC 
comparison: Site A – DM dataset. Compared to the original dataset, 60 negatives (0.78% of the negatives) were excluded from the comparison analysis 
because at least one of the models were unable to successfully process these studies. All positives were successfully processed by all models, resulting in 
254 index cancer exams and 7,637 confirmed negatives for comparison. The DeLong method z-values corresponding to the AUC differences are, from top 
to bottom, 2.83, 2.08, and 14.6.
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Extended Data Fig. 4 | comparison to recent work – pre-index cancer exams. The performance of the proposed model is compared to other recently 
published models on the set of pre-index cancer exams and confirmed negatives from our reader study a-c, and the ‘Site A – DM dataset’ d. P-values for 
AUC differences were calculated using the DeLong method45 (two sided). Confidence intervals for AUC, sensitivity and specificity were computed via 
bootstrapping. a, ROC AUC comparison: Reader study data (Site D). The Site D dataset contains 120 pre-index cancer exams and 154 confirmed negatives. 
The DeLong method z-values corresponding to the AUC differences are, from top to bottom, 2.60, 2.66, and 2.06. b, Sensitivity of models compared to 
readers. Sensitivity was obtained at the point on the ROC curve corresponding to the average reader specificity. Delta values show the difference between 
model sensitivity and average reader sensitivity and the P-values correspond to this difference (computed via bootstrapping). c, Specificity of models 
compared to readers. Specificity was obtained at the point on the ROC curve corresponding to the average reader sensitivity. Delta values show the 
difference between model specificity and average reader specificity and the P-values correspond to this difference (computed via bootstrapping). d, ROC 
AUC comparison: Site A – DM dataset. Compared to the original dataset, 60 negatives (0.78% of the negatives) were excluded from the comparison 
analysis because at least one of the models were unable to successfully process these studies. All positives were successfully processed by all models, 
resulting in 217 pre-index cancer exams and 7,637 confirmed negatives for comparison. The DeLong method z-values corresponding to the AUC 
differences are, from top to bottom, 3.41, 2.47, and 6.81.
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Extended Data Fig. 5 | Localization-based sensitivity analysis. In the main text, case-level results are reported. Here, we additionally consider lesion 
localization when computing sensitivity for the reader study. Localization-based sensitivity is computed at two levels – laterality and quadrant (see 
Methods). As in Fig. 2 in the main text, we report the model’s sensitivity at each reader’s specificity (96.1, 68.2, 69.5, 51.9, and 48.7 for Readers 1–5 
respectively) and at the reader average specificity (66.9). a, Localization-based sensitivity for the index cases (131 cases). b, Localization-based 
sensitivity for the pre-index cases (120 cases). For reference, the case-level sensitivities are also provided. We find that the model outperforms the 
reader average for both localization levels and for both index and pre-index cases (*P < 0.05; Specific P-values: index – laterality: P < 1e − 4, index – 
quadrant: P = 0.01, pre-index – laterality: P = 0.01, pre-index – quadrant: P = 0.14). The results in the tables below correspond to restricting localization 
to the top scoring predicted lesion for both reader and model (see Methods). If we allow localization by any predicted lesion for readers while still 
restricting the model to only one predicted bounding box, the difference between the model and reader average performance is as follows (positive values 
indicate higher performance by model): index – laterality: 11.2 ± 2.8 (P = 0.0001), index – quadrant: 4.7 ± 3.3 (P = 0.08), pre-index – laterality: 7.8 ± 4.2 
(P = 0.04), pre-index – quadrant: 2.3 ± 3.9 (P = 0.28). P-values and standard deviations were computed via bootstrapping. Finally, we note that while the 
localization-based sensitivities of the model may seem relatively low on the pre-index cases, the model is evaluated in a strict scenario of only allowing 
one box per study and crucially, all of the pre-index effectively represent ‘misses’ in the clinic. Even when set to a specificity of 90%36, the model still 
detects a meaningful number of the missed cancers while requiring localization, with a sensitivity of 37% and 28% for laterality and quadrant localization, 
respectively.
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Extended Data Fig. 6 | Reader study case characteristics and performance breakdown. The performance of the proposed deep learning model compared 
to the reader average grouped by various case characteristics is shown. For sensitivity calculations, the score threshold for the model is chosen to match 
the reader average specificity. For specificity calculations, the score threshold for the model is chosen to match the reader average sensitivity. a, Sensitivity 
and model AUC grouped by cancer characteristics, including cancer type, cancer size and lesion type. The cases correspond to the index exams since 
the status of these features are unknown at the time of the pre-index exams. Lesion types are grouped by soft tissue lesions (masses, asymmetries and 
architectural distortions) and calcifications. Malignancies containing lesions of both types are included in both categories (9 total cases). ‘NA’ entries for 
model AUC standard deviation indicate that there were too few positive samples for bootstrap estimates. The 154 confirmed negatives in the reader study 
dataset were used for each AUC calculation. b, Sensitivity and model AUC by breast density. The breast density is obtained from the original radiology 
report for each case. c, Specificity by breast density. Confidence intervals and standard deviations were computed via bootstrapping.

NAtuRE MEDiciNE | www.nature.com/naturemedicine

http://www.nature.com/naturemedicine


LettersNATurE MEDiciNE

Extended Data Fig. 7 | Discrepancies between readers and the deep learning model. For each case, the number of readers that correctly classified 
the case was calculated along with the number of times the deep learning model would classify the case correctly when setting a score threshold to 
correspond to either the specificity of each reader (for index and pre-index cases) or the sensitivity of each reader (for confirmed negative cases). Thus, 
for each case, 0–5 readers could be correct, and the model could achieve 0–5 correct predictions. The evaluation of the model at each of the operating 
points dictated by each reader was done to ensure a fair, controlled comparison (that is, when analyzing sensitivity, specificity is controlled and vice versa). 
We note that in practice a different operating point may be used. The examples shown illustrate discrepancies between model and human performance, 
with the row of dots below each case illustrating the number of correct predictions. Red boxes on the images indicate the model’s bounding box output. 
White arrows indicate the location of a malignant lesion. a, Examples of pre-index cases where the readers outperformed the model (i) and where the 
model outperformed the readers (ii). b, Examples of index cases where the readers outperformed the model (i) and where the model outperformed the 
readers (ii). c, Examples of confirmed negative cases where the readers outperformed the model (i) and where the model outperformed the readers (ii). 
For the example in c.i.), the patient previously had surgery six years ago for breast cancer at the location indicated by the model, but the displayed exam 
and the subsequent exam the following year were interpreted as BIRADS 2. For the example in c.ii.), there are posterior calcifications that had previously 
been biopsied with benign results, and all subsequent exams (including the one displayed) were interpreted as BIRADS 2. d, Full confusion matrix between 
the model and readers for pre-index cases. e, Full confusion matrix between the model and readers for index cases. f, Full confusion matrix between the 
model and readers for confirmed negative cases.
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Extended Data Fig. 8 | Performance of the proposed models under different case compositions. Unless otherwise noted, in the main text we chose 
case compositions and definitions to match those of the reader study, specifically index cancer exams were mammograms acquired within 3 months 
preceding a cancer diagnosis and non-cancers were negative mammograms (BIRADS 1 or 2) that were ‘confirmed’ by a subsequent negative screen. Here, 
we additionally consider a, a 12-month definition of index cancers, meaning mammograms acquired within 0–12 months preceding a cancer diagnosis, as 
well as b, including biopsy-proven benign cases as non-cancers. The 3-month time window for cancer diagnosis includes 1,205, 533, 254 and 78 cancer 
cases for OMI-DB, Site E, Site A – DM, and Site A – DBT, respectively. The number of additional cancer cases included in the 12-month time window is 
38, 46 and 7 for OMI-DB, Site A – DM, and Site A – DBT, respectively. A 12–24 month time window results in 68 cancer cases for OMI-DB and 217 cancer 
cases for Site A – DM. When including benign cases, those in which the patient was recalled and ultimately biopsied with benign results, we use a 10:1 
negative to benign ratio to correspond with a typical recall rate in the United States.36 For a given dataset, the negative cases are shared amongst all cancer 
time window calculations, with 1,538, 1,000, 7,697 and 518 negative cases for OMI-DB, Site E, Site A – DM, and Site A – DBT, respectively. For all datasets 
except Site E, the calculations below involve confirmed negatives. Dashes indicate calculations that are not possible given the data and information 
available for each site. The standard deviation for each AUC value was calculated via bootstrapping.

NAtuRE MEDiciNE | www.nature.com/naturemedicine

http://www.nature.com/naturemedicine


LettersNATurE MEDiciNE

Extended Data Fig. 9 | Aggregate summary of testing data and results. Results are calculated using index cancer exams and both confirmed negatives 
and all negatives (confirmed and unconfirmed) separately. While requiring negative confirmation excludes some data, similar levels of performance are 
observed across both confirmation statuses in each dataset. Across datasets, performance is also relatively consistent, though there is some variation as 
might be expected given different screening paradigms and population characteristics. Further understanding of performance characteristics across these 
populations and other large-scale cohorts will be important future work. The standard deviation for each AUC value was calculated via bootstrapping.
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Extended Data Fig. 10 | Examples of maximum suspicion projection (MSP) images. Two cancer cases are presented. Left column: Default 2D synthetic 
images. Right column: MSP images. The insets highlight the malignant lesion. In both cases, the deep learning algorithm scored the MSP image higher 
for the likelihood of cancer (a: 0.77 vs. 0.14, b: 0.87 vs. 0.31). We note that the deep learning algorithm correctly localized the lesion in both of the MSP 
images as well.
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