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ABSTRACT 
 

Attention Deficit/Hyperactivity Disorder (ADHD) is a common psychiatric 

disorder of childhood that is characterized by symptoms of inattention, 

impulsivity/hyperactivity, or a combination of both. Intrinsic brain dysfunction in ADHD 

can be examined through various methods including resting state functional Magnetic 

Resonance Imaging (rs-fMRI), which investigates patients’ functional brain connections 

in the absence of an explicit task. To date, studies of group differences in resting brain 

connectivity between patients with ADHD and typically developing controls (TDCs) 

have revealed reduced connectivity within the Default Mode Network (DMN), a resting 

state network implicated in introspection, mind-wandering, and day-dreaming. However, 

few studies have addressed the use of resting state connectivity measures as a diagnostic 

aide for ADHD on the individual patient level. In the current work, we attempted first to 

characterize the differences in resting state networks, including the DMN and three 

attention networks (the salience network, the left executive network, and the right 

executive network), between a group of youth with ADHD and a group of TDCs matched 

for age, IQ, gender, and handedness. Significant over- and under-connections were found 

in the ADHD group in all of these networks compared with TDCs. We then attempted to 

use a support vector machine (SVM) based on the information extracted from resting 

state network connectivity to classify participants as “ADHD” or “TDC.” The IFG-

middle temporal network (66.8% accuracy), the parietal association network (86.6% 

specificity and 48.5% PPV), and a physiological noise component (sensitivity 39.7% and 

NPV 69.6%) performed the best classifications. Finally, we attempted to combine and 
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utilize information from all the resting state networks that we identified to improve 

classification accuracy. Contrary to our hypothesis, classification accuracy decreased to 

54-55% when this information was combined. Overall, the work presented here supports 

the theory that the ADHD brain is differently connected at rest than that of TDCs, and 

that this information may be useful for developing a diagnostic aid. However, because 

ADHD is such a heterogeneous disorder, each ADHD patient’s underlying brain deficits 

may be unique making it difficult to determine what connectivity information is 

diagnostically useful. 
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PREFACE 
 

Introduction Figure 1was not directly generated by the author, and was taken from the 

Centers for Disease Control and Prevention website 

(http://www.cdc.gov/ncbddd/adhd/prevalence.html#current). In a personal 

communication to the author, it was confirmed that this figure is in the public domain, is 

free to use, and has no license number attached to it. 

http://www.cdc.gov/ncbddd/adhd/prevalence.html#current
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ADHD definition, prevalence, and diagnostic process 
Attention Deficit/Hyperactivity Disorder (ADHD) is psychiatric disorder usually 

diagnosed in childhood. Children with ADHD exhibit multiple inattentive behaviors, 

hyperactive/impulsive behaviors, or some combination of the two, that impair their 

ability to function or develop normally (American Psychiatric Association, 2013). 

Whether or not a child meets diagnostic criteria for ADHD is determined using the DSM-

V, which lists symptoms and behaviors that fall under the two major domains of 

Inattention or Hyperactivity and Impulsivity (Table 1) (American Psychiatric 

Association, 2013). A child must have consistently exhibited 6 or more behaviors from 

one or both domains for at least 6 months, in two or more settings (such as both at home 

and at school) in order to receive the diagnosis (American Psychiatric Association, 2013). 

It is also necessary that at least several of the symptoms from either domain were present 

in the patient before the age of 12, and that the patient’s symptoms are not caused 

exclusively by another psychiatric disorder (such as a mood or anxiety disorder) 

(American Psychiatric Association, 2013). Based on which domain(s) a child’s symptoms 

fall under, he or she may be classified as one of the 3 subtypes of ADHD: inattentive 

subtype (inattentive, but not hyperactive/impulsive, criteria are met), 

hyperactive/impulsive subtype (hyperactive/impulsive, but not inattentive, criteria are 

met), or combination subtype (both inattentive and hyperactive/impulsive criteria are 

met) (American Psychiatric Association, 2013). 

While it is largely accepted that ADHD is the most common pediatric psychiatric 

disorder, its prevalence varies from country to country, by gender, and by age. Recent 
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Table 1. DSM-V criteria for diagnosing ADHD. This table shows inattentive (column 1) 

and hyperactive or impulsive (column 2) symptoms that may lead to a diagnosis of 

ADHD. A child must have consistently exhibited 6 or more behaviors from one or both 

columns to be considered for the diagnosis. 
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Table 1. DSM-V Criteria for Diagnosing ADHD 
Inattentive Diagnostic Criteria 

(must have 6 or more of the following) 
Hyperactive or Impulsive Diagnostic Criteria 

(must have 6 or more of the following) 
*Often fails to give close attention to details or 
makes careless mistakes in schoolwork, at work, 
or during other activities (e.g., overlooks or 
misses details, work is inaccurate). 

*Often fidgets with or taps hands or feet or 
squirms in seat. 

*Often has difficulty sustaining attention in 
tasks or play activities (e.g., has difficulty 
remaining focused during lectures, 
conversations, or lengthy reading). 

*Often leaves seat in situations when remaining 
seated is expected (e.g., leaves his or her place 
in the classroom, in the office or other 
workplace, or in other situations that require 
remaining in place). 

*Often does not seem to listen when spoken to 
directly (e.g., mind seems elsewhere, even in the 
absence of any obvious distraction). 

*Often runs about or climbs in situations where 
it is inappropriate. (Note: In adolescents or 
adults, may be limited to feeling restless.) 

*Often does not follow through on instructions 
and fails to finish schoolwork, chores, or duties 
in the workplace (e.g., starts tasks but quickly 
loses focus and is easily sidetracked). 

*Often unable to play or engage in leisure 
activities quietly. 

*Often has difficulty organizing tasks and 
activities (e.g., difficulty managing sequential 
tasks; difficulty keeping materials and 
belongings in order; messy, disorganized work; 
has poor time management; fails to meet 
deadlines). 

*Is often “on the go,” acting as if “driven by a 
motor” (e.g., is unable to be or uncomfortable 
being still for extended time, as in restaurants, 
meetings; may be experienced by others as 
being restless or difficult to keep up with). 

*Often avoids, dislikes, or is reluctant to engage 
in tasks that require sustained mental effort (e.g., 
schoolwork or homework; for older adolescents 
and adults, preparing reports, completing forms, 
reviewing lengthy papers). 

*Often talks excessively. 

*Often loses things necessary for tasks or 
activities (e.g., school materials, pencils, books, 
tools, wallets, keys, paperwork, eyeglasses, 
mobile telephones). 

*Often blurts out an answer before a question 
has been completed (e.g., completes people’s 
sentences; cannot wait for turn in conversation). 

*Is often easily distracted by extraneous stimuli 
(for older adolescents and adults, may include 
unrelated thoughts). 

*Often has difficulty waiting his or her turn 
(e.g., while waiting in line). 

*Is often forgetful in daily activities (e.g., doing 
chores, running errands; for older adolescents 
and adults, returning calls, paying bills, keeping 
appointments). 

*Often interrupts or intrudes on others (e.g., 
butts into conversations, games, or activities; 
may start using other people’s things without 
asking or receiving permission; for adolescents 
and adults, may intrude into or take over what 
others are doing). 
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estimates place the US prevalence of ADHD at about 11% of school-aged youth (Visser 

et al., 2014), while the world-wide prevalence of ADHD in children and adolescents is 

thought to be closer to 5% (Polanczyk et al., 2007). In the US, southern and mid-western 

states (such as Arkansas and Kentucky) have the highest prevalence of ADHD (14.6% 

and 14.8%, respectively), whereas southwestern states (such as Nevada) have the lowest 

prevalence (4.2%) (Figure 1) (http://www.cdc.gov/ncbddd/adhd/data.html). In general, 

boys are more likely than girls to receive an ADHD diagnosis. In a 2011-2012 Centers 

for Disease Control (CDC) report, it was estimated that 1 in 5 high school-aged boys had 

received an ADHD diagnosis at some point in their lives, whereas the same could be said 

of only 1 in 11 high school girls (Visser et al., 2014). These findings are in line with 

earlier reports that in population-based studies, ADHD was 3 times more prevalent 

among boys than girls (Gaub and Caryn L. Carlson, 1997). This gender asymmetry (3:1 

or more recently, ~ 2:1, boys to girls) may be reflective of an underlying referral bias. As 

previous studies have shown, boys with ADHD tend to express more 

hyperactive/disruptive symptoms than girls, which may alert parents and teachers to the 

presence of the underlying disorder; on the other hand girls (who express more 

inattentive symptoms) may not be as readily identified (Biederman et al., 2002; 

Biederman et al., 2005; Gaub and Caryn L. Carlson, 1997; Hinshaw et al., 2006; Quinn, 

2008). Finally, the prevalence of ADHD changes with patient age. For many children, 

ADHD symptoms may spontaneously resolve as they grow up: a recent study found that 

less than a third (~29%) of childhood ADHD cases persisted into adulthood (Barbaresi et 

al., 2013). This finding is line with previous works demonstrating the persistence of 

http://www.cdc.gov/ncbddd/adhd/data.html
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Figure 1. The current prevalence of ADHD in the US by state, 2011-2012 

(http://www.cdc.gov/ncbddd/adhd/prevalence.html#current).  
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ADHD into adulthood was 15% - 65%, depending on the criteria used (Biederman et al., 

2006; Faraone et al., 2006). In general, the average prevalence of adult ADHD is 

estimated to be 2.5% (American Psychiatric Association, 2013; Simon et al., 2009). 

ADHD is usually diagnosed by a licensed health care professional; for example, a 

child’s pediatrician or a psychiatrist specializing in pediatric disorders. Generally during 

an evaluation for ADHD, the clinician will take a detailed history of the type, onset, 

duration, frequency, and severity of ADHD-related symptoms by interviewing the child’s 

parent (AACAP Official Action, 2007). In addition to the interview, the parent may be 

asked to complete one or more of several behavior rating questionnaires that have been 

shown to be useful in eliciting and assessing ADHD-related symptoms (for example, the 

Conners Parent Rating Scale) (AACAP Official Action, 2007; Pelham et al., 2005). If the 

parent consents, the clinician may also contact the child’s school and request that his or 

her teacher also complete corresponding questionnaires, such as the Conners Teacher 

Rating Scale (AACAP Official Action, 2007; Pelham et al., 2005). While these scales are 

useful to the clinician as one element of the child’s evaluation, it has been shown that 

when used alone, their specificity in diagnosing ADHD is low (~36%) (Parker and P. 

Corkum, 2013). It is therefore important that a full clinical evaluation be conducted 

before the ADHD diagnosis is given. The fact remains, however, that currently ADHD 

diagnosis relies heavily on parent and/or teacher report(s), which may be unintentionally 

subjective (Parens and J. Johnston, 2009). In this context, a quantifiable, intrinsic marker 

of ADHD may prove valuable as a diagnostic adjunct. 
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Neuroimaging using magnetic resonance techniques 
Neuroimaging techniques may provide a way to more objectively assess 

underlying brain deficits in patients with ADHD, as well as those with other psychiatric 

or neurologic disorders. There are many viable options for imaging the brain, including 

positron emission tomography (PET), electroencephalography (EEG), and magnetic 

resonance (MR) techniques, to name a few. Ideally, a technique used for imaging the 

human brain would have low invasiveness (not require surgery or contrast to implement), 

high spatial resolution (ability to see changes occurring at the millimeter level or 

smaller), and high temporal resolution (ability to see changes occurring in milliseconds to 

seconds) (Huettel et al., 2009). While functional magnetic resonance imaging (fMRI) 

usually has a temporal resolution of seconds to minutes, it has excellent spatial resolution 

(millimeters or below) and is non-invasive in that it does not require surgery, contrast, or 

exposure to ionizing radiation (Huettel et al., 2009). It is therefore optimally suited for 

mapping functional changes throughout the brain, and will be the method of choice for 

this work.  

The basis of fMRI is the blood oxygen level dependent (BOLD) signal. MRI 

techniques take advantage of the magnetic properties of certain atomic nuclei (hydrogen 

nuclei, or protons, are the most commonly studied), and manipulate them using a 

combination of a large magnetic field, the superposition of sets of smaller magnetic fields 

(gradients), and a series of radiofrequency pulses (Huettel et al., 2009). The signal 

generated by these manipulations depends on how the nuclei under study return to their 

usual (equilibrium) states, which is highly dependent on the environment (Huettel et al., 



10 

 

2009). In the case of fMRI imaging, blood (specifically the balance between oxygenated 

and deoxygenated blood) is the most important environmental factor. As the 

polarizability of deoxygenated blood creates its own magnetic fields, its presence will 

cause the MR signal from surrounding nuclei to lose coherence more quickly, resulting in 

a faster decrease in MR signal (Thulborn et al., 1982). Areas of the brain that have a 

higher concentration of deoxygenated blood show less MR signal (Ogawa et al., 1990; 

Thulborn et al., 1982). Therefore, BOLD signal can be exploited to indirectly measure 

brain activity. As neurons fire, their oxygen consumption increases, causing a 

concomitant increase in deoxygenated blood in the surrounding brain capillaries 

(Malonek and A. Grinvald, 1996; Ogawa et al., 1990). In response, the body increases 

blood flow to the active area to replace the deoxygenated blood with oxygenated blood, 

decreasing the amount of deoxygenated blood in the area (Malonek and A. Grinvald, 

1996; Ogawa et al., 1990). This decrease in deoxygenated blood in the active area of the 

brain is read by the MR signal receiver as an increase in BOLD signal (Huettel et al., 

2009). Thus, increased brain activity ultimately yet indirectly results in increased BOLD 

signal. 

The first fMRI studies were designed to measure brain activation by presenting a 

research participant with a task (i.e., visual or motor task), and then measuring the BOLD 

signal change in response to task performance (Bandettini et al., 1992; Kwong et al., 

1992; Ogawa et al., 1992). Hence, this technique is sometimes referred to simply as 

“fMRI” and sometimes as “task-based fMRI”; task-based fMRI will be the preferred term 

in this work. Task-based fMRI allows for the investigation of which brain regions “light 
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up” during the task: usually the BOLD signal is acquired while a participant is lying 

quietly (“at rest”) or while performing a control task (“control task”), and then again 

while they are performing the task of interest (“task”). The difference between these two 

states (“task” – “at rest” or “task” – “control task”) is then interpreted as how involved 

that region was in the underlying mental processes that supported task performance 

(Huettel et al., 2009). Task-based fMRI has since been used extensively to investigate the 

neural underpinnings of many different types of cognitive tasks, as well as examine how 

the degree of activation may differ between a group of patients and a group of healthy 

controls (Huettel et al., 2009; Samanez-Larkin and M. D'Esposito, 2008). However, it is 

also possible to study brain BOLD signal in the absence of an explicit task: this is known 

as resting state fMRI (rs-fMRI). rs-fMRI grew out of the observation that even during the 

“at rest” portions of a motor task, the areas that activated during the task showed 

fluctuations in BOLD signal (Biswal et al., 1995). Furthermore, these “at rest” 

fluctuations were synchronous among the areas identified by the task (Biswal et al., 

1995). This finding led to the concept of “resting state functional connectivity,” where 

areas of the brain that show highly correlated BOLD signal changes are thought to work 

together (be functionally connected), even in the absence of an explicit task (Biswal et 

al., 1995). 

Resting state functional connectivity (rs-FC), or areas of the brain that are 

connected at rest, can be investigated in many different ways (although all of these 

somehow rely on measuring the similarity of BOLD signal fluctuations in two or more 

brain areas). The two methods that will be discussed here are (1) hypothesis-driven seed-
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based and (2) Independent Component Analysis (ICA) techniques (Cole et al., 2010; 

Greicius, 2008). While both of these methods have been used extensively to investigate 

rs-FC, they differ in a few important ways. Seed-based methods require an a priori 

hypothesis, in that the investigator specifies an area of the brain as the “seed,” and then 

examines the strength of the connections between the seed area and the rest of the brain 

(Lee et al., 2013). This is usually done by extracting the average time course of BOLD 

signal in the seed area, and then calculating the correlation between the seed area’s time 

course and the time course of other areas in the brain (Lee et al., 2013). These other areas 

are usually referred to as regions of interest (ROIs) and can be any size, from the 

individual volumes of the brain that BOLD signal was originally acquired from (voxels) 

to larger brain areas defined by their structure (for example, gyri) or function (for 

example, the dorsolateral prefrontal cortex, DLPFC) (Lee et al., 2013; Vincent et al., 

2008). The strength of the connection between the seed and each ROI can then be 

compared across two groups of participants (for example, patients with ADHD and 

typically developing controls, TDCs) to see if there are areas of the brain that are under- 

or over-connected to the seed in the patient group (Greicius, 2008). By contrast, ICA is a 

data-driven approach to revealing spatial patterns of brain connections (Beckmann et al., 

2005; Calhoun et al., 2001). Instead of specifying a seed area, ICA uses an algorithm to 

simultaneously decompose whole-brain BOLD signal into a set of time courses 

(components) and brain maps that describe how well each voxel’s time course represents 

the component time course (Beckmann et al., 2005; Calhoun et al., 2001; Hyvärinen and 

Erkki Oja, 2000; McKeown and Terrence J. Sejnowski, 1998). In this way, sets of areas 
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sharing a similar BOLD time course (the component time course) can be identified 

(Greicius, 2008). The number of component time courses (and corresponding maps) the 

ICA algorithm finds is a variable controlled by the investigator; currently no “best” 

number of components is agreed-upon (Cole et al., 2010). The sets of functionally 

connected areas shown by the ICA-generated spatial maps are usually referred to as 

resting state networks (RSNs); the integrity of these networks can then be compared 

across patient and TDC groups (Greicius, 2008). Similar patterns of brain connectivity 

have been found using both seed-based and ICA techniques. 

Between 5 and 12 resting state networks (RSNs) have been consistently found 

across multiple participants (Allen et al., 2011; Damoiseaux et al., 2006; De Luca et al., 

2006; Thomason et al., 2011; van den Heuvel and H. E. Hulshoff Pol, 2010). Ostensibly, 

every component resolved through ICA can be thought of as a RSN; however, in reality 

some components represent noise (participant head motion, cardiac and respiratory 

cycles, etc), while others have not been universally agreed on as “true” RSNs (Cole et al., 

2010). Several RSNs consist of areas that have been shown to support different brain 

functions in task-based studies, such as the visual network (comprised of areas of the 

occipital lobe), motor network (comprised of bilateral pre-central gyri), and left and right 

fronto-parietal (executive) networks (comprised of ipsilateral DLPFC and parietal 

cortices) (Biswal et al., 1995; Seeley et al., 2007; van den Heuvel and H. E. Hulshoff Pol, 

2010). By contrast, the default mode network (DMN) has been identified as specifically a 

task-independent brain network (Buckner et al., 2008; Raichle et al., 2001). It is 

comprised of the medial prefrontal cortex/anterior cingulate cortex, the posterior 
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cingulate cortex/precuneus, and the inferior parietal lobules and is associated with 

daydreaming and introspection (Allen et al., 2011; Biswal et al., 1995; Damoiseaux et al., 

2006; Raichle et al., 2001; van den Heuvel and H. E. Hulshoff Pol, 2010). 

fMRI findings in ADHD research 
Considerable research has been done investigating differences between patients 

with ADHD and TDCs using task-based fMRI techniques. From this perspective, task-

based fMRI studies have sought to uncover aberrations in brain function using cognitive 

tasks that are difficult for ADHD patients (such as inhibitory control- and attention-

related tasks). However, it is difficult to draw over-arching conclusions from this 

literature, as each study may use a different type or version of a task. Despite this 

drawback, a 2006 meta-analysis attempted to integrate findings from 16 task-based 

studies of ADHD (Dickstein et al., 2006). The authors found that there were several brain 

areas that consistently under-activated in patients with ADHD compared to TDCs 

regardless of task (Dickstein et al., 2006). These areas included portions of the frontal 

lobe (including anterior cingulate cortex (ACC), dorsolateral prefrontal cortex (DLPFC), 

and inferior prefrontal cortex), along with portions of the basal ganglia, thalamus, and 

parietal cortices (Dickstein et al., 2006). The authors also performed a sub-analysis 

examining only studies that used a task designed to elicit an inhibitory-related brain 

response; here, ADHD patients showed under-activation in portions of the frontal lobe 

(including the inferior frontal gyrus (IFG) and bilateral pre-central gyri), along the 

midline of the brain (cingulate gyrus), in the parietal lobe (superior parietal lobule), and 

in the basal ganglia (caudate body) (Dickstein et al., 2006). Taken together, these 
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observations were interpreted as supporting the theory that fronto-striatal connections 

(connections between the frontal lobe, particularly the DLPFC, and the caudate and/or 

putamen), are compromised in ADHD (Dickstein et al., 2006). More recently, a 2013 

meta-analysis examining a total of 34 task-based studies of ADHD (21 addressing 

inhibition tasks and 13 addressing attention tasks) found evidence similar to the 2006 

meta-analysis (Hart et al., 2013). Here, ADHD patients showed under-activation in 

portions of the frontal lobe (the inferior frontal cortex, ACC, and supplemental motor 

area) as well as the basal ganglia and thalamus in response to inhibition tasks (Hart et al., 

2013). Furthermore, patients with ADHD showed under-activation in the DLPFC, 

parietal areas, and the basal ganglia and thalamus in response to attention tasks (Hart et 

al., 2013). These findings support the theory that deficits in activation of different brain 

areas may underlie specific behavioral differences (i.e., performance on inhibition versus 

attention tasks) in patients with ADHD (Hart et al., 2013). 

Compared to task-based fMRI experiments, results from rs-fMRI studies can be 

more easily synthesized as they investigate the differences in the way ADHD patients’ 

brains are connected in the absence of task. However, research into differences in RSN 

integrity between ADHD patients and TDCs has been less comprehensive than the task-

based literature. Here, investigations have largely focused on differences in DMN-related 

connections across the two groups, finding decreased resting state integrity within the 

DMN in ADHD patients (Castellanos et al., 2008; Fair et al., 2010; Posner et al., 2014; 

Qiu et al., 2011; Uddin et al., 2008). However, other RSN differences have also been 

found in patients with ADHD, including differences in the left and right executive 
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networks, salience network, and motor network (Castellanos and Erika Proal, 2012). This 

small but significant body of research only highlights the need for further investigation of 

ADHD-related differences in rs-FC, not only within the DMN but across other RSNs as 

well. 

Using rs-fMRI results to diagnose ADHD 
Until recently, the goal of many fMRI studies was to compare differences in brain 

activation or brain connections across two groups of research participants (for example, a 

patient group and a TDC group). As this work will investigate resting state measures, 

task-based approaches for group comparisons will not be elucidated here (for a good 

review of group comparisons using task-based fMRI, see (Samanez-Larkin and M. 

D'Esposito, 2008). For group comparisons of rs-fMRI measures, each connection 

between two brain areas is typically evaluated independently using a univariate test, such 

as a 2-sample t-test (Fox and M. Greicius, 2010; Greicius, 2008). The result of the t-test 

is then used to infer if the average strength of a connection between two areas or within 

an RSN is significantly larger or smaller in the patient group compared to the TDC group 

(Greicius, 2008). This approach results in the performance of a multitude of t-tests (one 

for each connection under study). In this way, a voxel-by-voxel map of significant over- 

or under-connections can be built to show which areas of the brain, on average, differ in 

the patient group. While this type of analysis is useful for understanding which brain 

areas may underlie the deficits associated with the condition of interest in the patient 

group, it has two major drawbacks. The first is that the results from this method can only 

be used to describe patients as a group, and cannot be used to make inferences about 
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individuals. That is, an increase in the average connectivity between two areas in the 

patient group may be found significant by t-test, but any single patient in that group may 

have increased, no change in, or decreased connectivity. It is therefore difficult to 

clinically apply the results of this approach on an individual level. Second, the use of 

multiple serial t-tests means that each connection is evaluated independently, in isolation 

from whatever is happening in all the other voxels in the brain. Simultaneous 

configurations of voxel connection that may underlie a disorder therefore cannot be 

investigated with this approach. 

More recently, investigators have begun using techniques that take into account 

patterns of voxel activity or connectivity in individual participants’ brains. These are 

known as multi-voxel pattern analysis (MVPA) methods, and include machine learning 

algorithms such as neural networks and support vector machines (SVMs) (Norman et al., 

2006). Machine learning is a branch of computer science that focuses on teaching 

algorithms to identify patterns within data, with the goal of learning a general rule from 

that set of data that can then be used to make predictions in novel situations (Mitchell, 

1997). SVMs are usually employed for binary classification; that is, they learn to 

discriminate between outcome A (for example, an ADHD diagnosis) and outcome B (a 

TDC) (Boser et al., 1992). An SVM typically accomplishes this by first taking a set of 

features (here, RSN integrity in each voxel) describing each individual in a group and 

mapping those individuals to a multi-dimensional space corresponding to the number of 

features used (Boser et al., 1992; Noble, 2006). That is, each participant is placed into the 

multi-dimensional space at a location that corresponds to their set of features. The SVM 
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then finds a hyperplane that optimally separates individuals with outcome A from 

individuals with outcome B based on their location (Noble, 2006). The SVM is thus 

“trained” to see the difference between an ADHD participant and a TDC participant 

based on their input features. From the point of view of the SVM, if a new participant has 

a set of features that locates them on the “ADHD” side of the hyperplane, they are 

predicted to have an ADHD diagnosis. Conversely, if the new participant’s features cause 

them to fall on the “TDC” side of the hyperplane, they are predicted to NOT have an 

ADHD diagnosis. In this way, participant-level predictions about ADHD status can be 

made using patterns of brain connectivity.  

In order to determine how accurate these SVM-generated predictions are, the 

investigator usually takes a dataset where the outcome is known for all participants and 

splits it up into training and test sets (Kohavi, 1995). The test set is held in reserve while 

the training set is used to teach the SVM to discriminate between the two classes (here, 

ADHD and TDC) (Ambroise and Geoffrey J. McLachlan, 2002; Kohavi, 1995). After the 

SVM is trained it is applied to the test set. How well the SVM performs in classifying 

participants in the test set can be ascertained by calculating metrics such as the accuracy 

(total number of correct predictions as ADHD or TDC over the total number of 

participants), sensitivity (total number of correct predictions as ADHD over the number 

of actual ADHD diagnoses), specificity (total number of correct predictions as TDC over 

the number of actual TDCs), positive predictive value (total number of correct 

predictions as ADHD over total predictions of ADHD), and negative predictive value 

(total number of correct predictions as TDC over total predictions of TDC). If the SVM 
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performs well on these metrics (for example, shows both high sensitivity and specificity), 

it may be considered for use as a diagnostic aid for children being evaluated for ADHD. 

Several attempts at using machine learning techniques, including SVMs, to 

diagnose ADHD have already been described (Brown et al., 2012; Cheng et al., 2012; 

Colby et al., 2012; Dai et al., 2012; Eloyan et al., 2012; Zhu et al., 2008). Many of these 

investigations used the publicly-available ADHD-200 database, which is part of the 1000 

Functional Connectomes Project and constitutes a total of 973 rs-fMRI acquisitions from 

participants diagnosed with ADHD as well as TDCs 

(http://fcon_1000.projects.nitrc.org/indi/adhd200/) (Milham et al., 2012). These scans 

were gathered across 8 different sites (Peking University, Bradley Hospital/Brown 

University, Kennedy Krieger Institute, NeuroIMAGE group, New York University Child 

Study Center, Oregon Health and Science University, University of Pittsburgh, and 

Washington University in St. Louis) and were originally released as training set of 776 

scans, with 197 scans withheld as the test set. Teams of researchers could then compete 

in the ADHD-200 Global Competition (closed September 2011), where they attempted to 

build the best diagnostic classifier using the 776 released scans to train their algorithms. 

The trained algorithms were then submitted to the ADHD-200 consortium for testing on 

the withheld 197 scans. Out of 21 competing teams, the winners were able to classify 

ADHD versus TDC with a sensitivity of 21% and a specificity of 94% (Eloyan et al., 

2012). Overall, the average prediction accuracy across competing teams was 49.52%, 

almost 11 percentage points greater than the 38.75% that would be expected by chance 

(http://fcon 1000.projects.nitrc.org/indi/adhd200/results.html). While these results 

http://fcon_1000.projects.nitrc.org/indi/adhd200/
http://fcon_1000.projects.nitrc.org/indi/adhd200/results.html
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clearly show that there is important and usable information contained within an ADHD 

patient’s neuroimaging data, it is also evident that there is considerable room for 

diagnostic improvement. 

Focus of this dissertation 
In the current work, three separate but related research objectives were pursued. 

First, we asked the question, “How does resting state function connectivity differ in a 

group of children who have ADHD compared to a group of TDCs?” To answer this, we 

sought to resolve RSNs through ICA in a subset of ADHD-200 participants. We further 

investigated how these RSNs differed in integrity in the subtypes of ADHD by examining 

differences between the combination subtype of ADHD versus TDC and the inattentive 

subtype of ADHD versus TDC. Based on the previous studies detailed above, we 

predicted that connectivity within the DMN would be decreased in patients with ADHD, 

regardless of subtype. As other networks have been less studied than the DMN in this 

disorder, we also specifically looked for differences in attention networks (the left and 

right executive networks and the salience network) between ADHD and TDC groups.  

The second question we asked was, “Can one use RSN integrities to accurately 

predict ADHD diagnosis on the individual level?” We again used a subset of the ADHD-

200 participants to address this question: first we divided participants into training and 

test sets, and then performed ICA separately on each. The integrities of the resulting 

RSNs (20 total) were then used as features for an SVM analysis. Each RSN was 

examined separately, to see which one yielded the highest accuracy for predicting ADHD 
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diagnosis. We again predicted that the DMN would be the most accurate RSN for 

discriminating ADHD participants from TDCS, based on previous studies’ findings. 

Finally, we asked “Can we integrate information from all the RSNs to raise 

diagnostic accuracy?” To address this question, we examined 3 different ways to 

combine the information provided by the 20 networks we identified (including 12 RSNs 

previously found in the literature and 8 components which were unclassified). The three 

methods we used were individual prediction scores, which summed a participant’s binary 

diagnosis of ADHD or TDC across networks; decision values, which were used as a 

proxy for the confidence in the diagnosis of ADHD or TDC; and finally probability 

estimates, which determined the likelihood of a given participant having ADHD between 

0% and 100%. We predicted that by using resting state connectivity information from 

every network, we would be able to diagnose ADHD more accurately than by using any 

single network. 

In summary, ADHD is a disorder that interferes with a child’s ability to function 

and develop normally. It is the most prevalent psychiatric disorder that affects children 

and adolescents, and can last into adulthood. The way it is currently diagnosed can be 

unintentionally subjective, so finding an intrinsic measure that could serve as a diagnostic 

aid is a worthwhile goal. To this end, both task-based fMRI and rs-fMRI have been 

applied to ADHD patient groups to investigate brain areas and networks that may 

underlie this disorder. Results from resting state studies have clearly implicated the DMN 

as abnormally connected in ADHD, and recent work using machine learning techniques 

has shown resting state information can be used to predict the presence of ADHD above 
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what would be expected by chance. The overarching goal of this work is therefore to first 

characterize ADHD patients (taken from a publically-available database of rs-fMRI 

acquisitions) in terms of their resting state connectivity, and then to see if an accurate 

diagnostic classifier (SVM) can be built using this information. 
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Introduction 
Attention Deficit/Hyperactivity Disorder (ADHD) is a common psychiatric 

disorder that begins in childhood and may persist through adolescence and into adulthood 

(Biederman et al., 2006; Faraone et al., 2006). It is currently thought to affect up to 11% 

of school-age youth in the US (Visser et al., 2014) and 5.3% of children and adolescents 

world-wide (Polanczyk et al., 2007). ADHD is identified by the presence of hyperactive, 

impulsive, or inattentive behaviors that are beyond what would be expected as average 

for child of that age (American Psychiatric Association, 2013). Based on what type of 

symptoms a child exhibits, they may be classified as one of the three subtypes of ADHD: 

Hyperactive/Impulsive, Inattentive, or Combination (exhibiting both hyperactive and 

inattentive behaviors) (American Psychiatric Association, 2013). The behaviors that drive 

the ADHD diagnosis often lead to functional difficulty in a variety of areas. 

Academically, children with ADHD perform worse on measures of reading and 

mathematics than their typically developing peers (Biederman et al., 1996; Loe and Heidi 

M. Feldman, 2007). Socially, children with ADHD exhibit an impaired ability to identify 

causal relationships, and thus have difficulty understanding and responding appropriately 

to interpersonal problems (Pugzles Lorch et al., 2004; Sibley et al., 2010; Storer et al., 

2014). At home, children and adolescents with ADHD exhibit greater parent-child 

conflict than their typically developing peers (Barkley et al., 1991; Edwards et al., 2001; 

Storer et al., 2014). Attempts to understand the cognitive underpinnings of these 

functional deficits have led to the investigation of executive function in youth with 

ADHD. Executive function, which includes such cognitive processes as inhibitory 
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control, selective attention, and working memory, has consistently been found to be 

impaired in children with ADHD compared to typically developing controls (TDCs) 

(Homack and Cynthia A. Riccio, 2004; Van Mourik et al., 2005; Willcutt et al., 2005). It 

has therefore been posited that ADHD can be thought of primarily as a disorder of 

executive function (Barkley, 1997; Willcutt et al., 2005). 

One way to non-invasively investigate areas of the brain that may underlie 

ADHD-related deficits in executive function utilizes Magnetic Resonance Imaging (MRI) 

techniques. Specifically, task-based functional MRI (fMRI) is a method that quantifies 

relative changes in Blood Oxygen Level-Dependent (BOLD) signal while a participant is 

performing a specific cognitive task (Huettel et al., 2009). These BOLD signal changes 

are an indirect measure of brain activity: areas of the brain that have a higher 

concentration of oxygenated blood (due to increased neuronal firing in response to task 

performance) will generate a larger BOLD signal (Ogawa et al., 1990). Typically, BOLD 

signal is measured throughout the brain before the participant performs a cognitive task 

(“at rest”), and then again during task performance (“task”) (Bandettini et al., 1992; 

Kwong et al., 1992; Ogawa et al., 1992). The change in BOLD signal in each brain area 

between these two states (“task” minus “at rest”) is interpreted as a reflection of how 

involved, or active, that brain area was in the performance of the task (Huettel et al., 

2009). Differences between youth with ADHD and TDCs in task-related brain responses 

have already been thoroughly investigated using this technique (Booth et al., 2005; 

Durston et al., 2003; Durston et al., 2007; Pliszka et al., 2006; Rubia et al., 1999; Rubia et 

al., 2005; Smith et al., 2006; Suskauer et al., 2008; Tamm et al., 2004; Vaidya et al., 
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2005). While it is difficult to find consensus among the results of these studies, as many 

utilized different versions of executive function tasks in their methods, a 2006 meta-

analysis attempted to synthesize ADHD-related differences in brain activation. It 

included 16 studies of children and adults with ADHD and found that portions of the 

frontal lobe, including anterior cingulate cortex (ACC), dorsolateral prefrontal cortex 

(DLPFC), and inferior prefrontal cortex, along with portions of the basal ganglia, 

thalamus, and parietal cortices were consistently under-activated when compared to 

TDCs (Dickstein et al., 2006). These findings support the theory that connections 

between the frontal lobe, particularly the DLPFC, and the striatum (caudate and 

putamen), or fronto-striatal connections, are compromised in ADHD (Dickstein et al., 

2006). A more recent review considered the evidence not only from tasks designed to 

probe executive function, but also reward processing and timing, and concluded that 3 

related but separate circuits are implicated in ADHD: the dorsofronto-striatal, 

orbitofrontal-striatal, and fronto-cerebellar circuits (Durston et al., 2011). 

Task-based fMRI is useful for understanding which brain areas are involved in 

specific cognitive functions and how activation in these areas differs between patient and 

TDC groups; however, it is also possible to solely examine the brain “at rest.” In resting 

state fMRI (rs-fMRI), the connections between different areas of the brain are studied in 

the absence of a task. In an rs-fMRI analysis, BOLD signal fluctuations from different 

brain regions are compared, and areas with similar changes in BOLD signal over time are 

thought to be working together, or functionally connected (Biswal et al., 1995). This is 

known as resting state functional connectivity (rs-FC). Sets of areas that are consistently 
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functionally connected can form resting state networks (RSNs) (Allen et al., 2011; 

Damoiseaux et al., 2006; De Luca et al., 2006; van den Heuvel and H. E. Hulshoff Pol, 

2010). Between 5 (De Luca et al., 2006) and 12 (Thomason et al., 2011) RSNs have been 

identified; several of these map to areas of the brain associated with different functions 

identified through task-based studies, such as the visual network, motor network, and left 

and right fronto-parietal (executive) networks (Biswal et al., 1995; van den Heuvel and 

H. E. Hulshoff Pol, 2010). Perhaps the most famous RSN (and the one most often 

implicated in ADHD) is the default mode network (DMN), which has been associated 

with daydreaming and introspection (Buckner et al., 2008; Raichle et al., 2001). The 

DMN is made up of the medial prefrontal cortex/anterior cingulate cortex, the posterior 

cingulate cortex/precuneus, and the inferior parietal lobules (Allen et al., 2011; Biswal et 

al., 1995; Damoiseaux et al., 2006; Raichle et al., 2001; van den Heuvel and H. E. 

Hulshoff Pol, 2010). Several studies have found decreased resting state integrity of the 

DMN in children with ADHD (Castellanos et al., 2008; Fair et al., 2010; Qiu et al., 2011; 

Uddin et al., 2008). However, differences have also been found within many other RSNs 

in children with ADHD, including the left and right executive networks, salience 

network, and motor network (Castellanos and Erika Proal, 2012). Differences in fronto-

striatal connections have also been found between ADHD and typically developing 

youth, corroborating task-based findings (Liston et al., 2011). 

There are several ways to identify RSNs, both through hypothesis-driven and 

data-driven approaches. Here, we utilized a data-driven approach known as independent 

component analysis (ICA) (Beckmann et al., 2005; Calhoun et al., 2001; Hyvärinen and 
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Erkki Oja, 2000; McKeown and Terrence J. Sejnowski, 1998). ICA simultaneously 

resolves rs-fMRI signal from a group of individuals into a set of independent time 

courses (components) and a corresponding set of brain maps showing each voxel’s 

contribution to that particular time course (Calhoun et al., 2009). Since areas of the brain 

with similar BOLD time courses are thought to be functionally connected, these maps can 

be interpreted as depicting putative RSNs. However, not all component maps resolved 

through ICA will represent RSNs; some will represent noise. Separating components that 

represent RSNs from components that represent noise is an important step after ICA: 

here, we employed a template-matching strategy where the results of our ICA analysis 

were spatially correlated to previously-published templates of pediatric RSNs (Thomason 

et al., 2011). 

In the present study, we investigated group-level differences in RSN integrity 

between children with ADHD and TDCs using the publicly-available ADHD-200 

database. Three different analyses were conducted: 1- Any ADHD versus TDC, in which 

the ADHD group included all 3 subtypes of ADHD; 2- Combination ADHD versus TDC, 

in which the ADHD group included only children with the Combination subtype of 

ADHD; and 3- Inattentive ADHD versus TDC, in which the ADHD group included only 

children with the Inattentive subtype of ADHD. Based on the behavioral and cognitive 

deficits associated with ADHD along with the results of previous imaging studies 

detailed above, we predicted that the RSNs that would show significant differences 

between ADHD and TDCs were the DMN and attention networks, such as the left and 

right executive networks and the salience networks, which all include portions of the 



29 

 

frontal lobe. We further expected that integrity in both the DMN and attention networks 

would be decreased in children with ADHD. 

Materials and Methods 
Data Sets: Three subsets of participants’ rs-fMRI data were taken from the ADHD-200 

database (http://fcon 1000.projects.nitrc.org/indi/adhd200/). Eight different sites 

contributed to the ADHD-200 database for a total of 973 rs-fMRI data acquisitions. 

These sites were: Peking University (Peking), Bradley Hospital/Brown University 

(Brown), Kennedy Krieger Institute (KKI), NeuroIMAGE, New York University Child 

Study Center (NYU), Oregon Health and Science University (OHSU), University of 

Pittsburgh (Pittsburgh), and Washington University in St. Louis (WashU) (Milham et al., 

2012). At the time the publically-available ADHD-200 database was accessed, no 

information was available from the Brown Site, resulting in a maximum of 776 scans 

from the 7 remaining sites for the analyses presented here. The acquisition parameters for 

each site, including the number of participants used from each site for each of the 3 

analyses described below, are presented in Table 1.1. Of the 776 available scans, 210 

were deemed unacceptable for use: 115 failed the pre-processing procedure described 

below. 95 scans did not pass the quality control measure provided on the ADHD-200 

website and an additional 59 scans were excluded due to participant head motion that 

exceeded 2.0 mm translational motion or 2.0° angular motion. Furthermore, any TDCs 

that had a history of medication use were excluded (n=5). This left a total of 502 

participants suitable for the following analyses: 164 participants had a diagnosis of 

ADHD and 338 were TDCs. All scans were accompanied by phenotypic data describing 

http://fcon_1000.projects.nitrc.org/indi/adhd200/
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Table 1.1. Image acquisition parameters. This table contains information about how each rs-fMRI scan was performed at each 

of the ADHD-200 sites. How many participants from each site were included in this analysis can be seen in columns 2-4 

(column 2 corresponds to the Any ADHD versus TDC analysis, column 3 corresponds to the Combination ADHD versus TDC 

analysis, and column 4 corresponds to the Inattentive ADHD versus TDC analysis). The total number of participants (n =) used 

for each analysis can be seen in the column header. 
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Table 1.1. Image Acquisition Parameters 

Site 

Any 
ADHD vs 

TDC 
(n = 324) 

Comb. 
ADHD 
vs TDC 

(n = 220) 

Inatt. 
ADHD vs 

TDC 
(n = 205) 

Magnet 
Field 

Strength 
(Tesla) 

MRI 
System 

TR 
(msec) 

TE 
(msec) 

Flip 
Angle 

Field 
of 

View 
(mm) 

No. of 
Slices 

Slice 
Thickness 

(mm) 

Eyes 
Open 

or 
Closed 

Peking 34 
32 

16 
12 

31 
23 3.0 T 

Siemens 
Magnetom 
Trio, A 
Tim 

2000 30 90° 200 33 
30 

3.5 
4.5 

Open 
or 
Closed 

KKI 45 40 28 3.0 T Philips 2500 30 75° 256 47 3.0  Open 

Neuro-
IMAGE 0 0 0 1.5 T 

Siemens 
Magnetom 
Avanto 

1960 40 80° 224 35 3.0 Closed 

NYU 140 101 72 3.0 T 
Siemens 
Magnetom 
Allegra 

2000 15 90° 240 33 4.0 Closed 

OHSU 37 26 22 3.0 T 

Siemens 
Magnetom 
Trio, A 
Tim 

2500 30 90° 240 36 3.8 Open 

Pittsburgh 18 11 16 3.0 T 

Siemens 
Magnetom 
Trio, A 
Tim 

1500 29 70° 200 29 4.0 Open 

WashU 18 14 13 3.0 T 

Siemens 
Magnetom 
Trio, A 
Tim 

2500 27 90° 256 32 4.0 Open 

ADHD: Attention Deficit/Hyperactivity Disorder; Peking: Peking University; KKI: Kennedy Krieger Institute;  MRI: magnetic resonance imaging; 
NYU: New York University Child Study Center; OHSU: Oregon Health and Science University; Pittsburgh: University of Pittsburgh; TDC: 
Typically Developing Control; TE: echo time; TR: repetition time; WashU: Washington University in St. Louis 
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participants’ subtype of ADHD, if appropriate (combination, hyperactive, or inattentive), 

and their age, IQ scores, gender, and handedness (left, right, or ambidextrous). 

Data Preprocessing and Preparation: Pre-processing of all 502 rs-fMRI scans was 

performed using the Data Processing Assistant for Resting-State fMRI (DPARSFA, 

http://www.restfmri.net; (Song et al., 2011). DPARSFA was developed as a user-written 

extension for SPM8 (Statistical Parameter Mapping– Welcome Department of Imaging 

Neuroscience, London, UK; http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) and works 

in conjunction with the previously-developed Resting-State fMRI Data Analysis toolkit 

(REST). Preprocessing steps for each scan included removing the first 10 time points, 

correction for slice acquisition time differences, realignment for motion correction, 

normalization to the MNI EPI template (voxel size 3X3X3), spatial smoothening with a 4 

mm FWHM kernel, detrending, and temporal band-pass filtering to 0.01-0.08 Hz 

(Deligiannidis et al., 2013). 

Participant Matching: Out of the 502 scans, 3 analyses were conducted: 1- Any ADHD 

versus TDC, which used all 164 participants diagnosed with ADHD, including the 

combination subtype (n=91), the hyperactive subtype (n=2), and the inattentive subtype 

(n = 71). 160 TDCs were then matched to the 164 ADHD participants based on age, 

gender, handedness, and IQ score similarities (Table 1.2) leading to a total of 324 

participants. 2- Combination ADHD versus TDC, which used only ADHD participants 

diagnosed with the combination subtype (n=91); these were matched to 126 TDCs based 

on age, gender, handedness, and IQ score (Table 1.3) leading to a total of 220 

http://www.restfmri.net/
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/


33 

 

Table 1.2. Cohort matching for Any ADHD versus TDC. This table compares age, IQ, 

proportion of male participants, and handedness of the Any ADHD and the TDC group. 

Values are mean (Standard Deviation) for the first two rows and percent in the last two 

rows. 

 

Table 1.3. Cohort matching for Combination ADHD versus TDC. This table compares 

age, IQ, proportion of male participants, and handedness of the Combination ADHD and 

the TDC group. Values are mean (Standard Deviation) for the first two rows and percent 

in the last two rows. 

 

Table 1.4. Cohort matching for Inattentive ADHD versus TDC. This table compares age, 

IQ, proportion of male participants, and handedness of the Inattentive ADHD and the 

TDC group. Values are mean (Standard Deviation) for the first two rows and percent in 

the last two rows. 
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Table 1.2. Cohort Matching for Any ADHD versus TDC 
 ADHD (n = 164)  TDC (n= 160)  p value  
Mean Age in Years (SD)  11.2 (2.5) 11.6 (2.4) 0.12 
Mean IQ (SD)  105.3 (13.8) 108.1 (12.3) 0.06 
Percent Male Participants  74%  79%  0.27 
Percent Right-Handed Participants 83%  88%  0.20 
ADHD: Attention Deficit/Hyperactivity Disorder; SD: Standard Deviation; TDC: Typically 
Developing Control 

 

Table 1.3. Cohort Matching for Combination Subtype of ADHD versus TDC 
 ADHD (n = 91)  TDC (n= 129)  p value  
Mean Age in Years (SD)  10.6 (2.3) 11.2 (2.5)  0.09 
Mean IQ (SD)  106.8 (13.4) 106.4 (11.9) 0.85 
Percent Male Participants  80.0%  74.4%  0.34 
Percent Right-Handed Participants 78.9%  84.3%  0.22 
ADHD: Attention Deficit/Hyperactivity Disorder; SD: Standard Deviation; TDC: Typically 
Developing Control 

 

Table 1.4. Cohort Matching for Inattentive Subtype of ADHD versus TDC 
 ADHD (n = 71)  TDC (n= 134)  p value  
Mean Age in Years (SD)  12.0 (2.6) 11.8 (2.5) 0.48 
Mean IQ (SD)  103.3 (14.4)  106.2 (12.9) 0.16 
Percent Male Participants  67.6%  56.7%  0.13 
Percent Right-Handed Participants 90.1%  89.5%  0.92 
ADHD: Attention Deficit/Hyperactivity Disorder; SD: Standard Deviation; TDC: Typically 
Developing Control 
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participants. 3- Inattentive ADHD versus TDC, which examined only ADHD participants 

diagnosed with the inattentive subtype (n=71); these were matched to 134 TDCs based on 

age, gender, handedness, and IQ score (Table 1.4) leading to a total of 205 participants. 

The 2 participants with the hyperactive subtype of ADHD were not studied further. 

Independent Component Analysis (ICA): For each of the 3 analyses, ICA was performed 

using the Group ICA of fMRI (GIFT) toolbox (http://mialab.mrn.org/software/) 

following the method outlined in Calhoun et al (Calhoun et al., 2001; Calhoun et al., 

2009). The general procedure for implementing ICA was as follows: First, standard 

subject-specific Principle Component Analysis (PCA) was done to reduce the 

dimensionality of each individual’s data (Calhoun et al., 2009). For each analysis, 

individual participants’ PCA results were then concatenated into one group (including 

both ADHD and TDC participants; n= 324 for Any ADHD versus TDC, n=220 for 

Combination ADHD versus TDC, and n=205 for Inattentive ADHD versus TDC) and a 

2nd, group-level PCA was performed to further reduce the dimensionality of the rs-fMRI 

data. Next, the INFOmax algorithm was employed to obtain maximally spatially 

independent group-level components (Bell and Terrence J. Sejnowski, 1995). Lastly, the 

dual-regression option in the GIFT toolbox was used to predict each individual 

participant’s component time courses and maps (Filippini et al., 2009; Zuo et al., 2010). 

Initially, ICA was repeated 4 times for Any ADHD versus TDC: each time the 

number of components used to resolve the independent, underlying networks obtained 

from the rs-fMRI data was varied. 15, 20, 25, or 30 components were used to determine 

the number of components that most successfully resolved pediatric resting state 

http://mialab.mrn.org/software/
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networks. The metric used to determine the best number of components was the spatial 

correlation between the resulting independent components and 12 pre-defined brain 

network templates published by Thomason et al (Thomason et al., 2011). These templates 

were generated using 65 healthy children and adolescents aged 9-15 years old. Of the 4 

trials (15, 20, 25, or 30 components), the 20-component ICA yielded components that 

most consistently matched (had the highest spatial correlation to) the pediatric resting 

state network templates (Figure 1.1). Thus, 20 components was taken as the optimal 

number to use in our ICA analyses, and the ICAs for the Combination ADHD versus 

TDC and the Inattentive ADHD versus TDC analyses were each carried out using only 

20 components. Template matching also allowed for the identification of components that 

represented “true,” previously-established resting state networks. Therefore, template 

matching was also performed for the Combination ADHD versus TDC and Inattentive 

ADHD versus TDC analyses, to determine which of the 20 components resolved through 

ICA represented previously-established resting state networks, and which represented 

noise.  

Statistics: Voxel-wise 2-sample t-tests for each resting state network were performed 

using SPM8 across ADHD and TDC groups for each of the three analyses. The site of 

scan was controlled for in each t-test. Areas where ADHD component coherency was 

greater than TDC were considered over-connected to the network in question. Areas 

where ADHD component coherency was less than that of TDC were considered under-

connected to the network in question. Resulting maps of t-scores describing the  
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Figure 1.1. Correlation of networks resolved using 15-, 20-, 25-, and 30-component 

analyses to templates of previously-derived pediatric resting state networks (Thomason et 

al., 2011). ACC: Anterior Cingulate Cortex; DMN: Default Mode Network; IFG: Inferior 

Frontal Gyrus. 
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differences between ADHD and TDC groups were thresholded at p < 0.01 and a cluster 

size of 25 or more contiguous voxels. 

Results 

Any ADHD versus TDC: There were no significant differences in age, IQ scores, gender, 

or handedness between the ADHD and TDC groups (Table 1.2). ICA performed using 20 

components consistently yielded the best matches to pediatric RSN templates, with the 

visual network template having the highest correlation (R = 0.76) and the auditory 

network template having the lowest correlation (R = 0.55) (Figure 1.1). Examples of 

components resolved through ICA and found to match pediatric RSN templates are 

shown in Figure 1.2. The salience network, left executive network, and right executive 

network (attention networks) as well as the DMN and DMN-posterior (default mode 

networks) were chosen for display as they were the networks expected to differ most 

between ADHD and TDC groups, based on the findings of previous studies (Castellanos 

et al., 2008; Dickstein et al., 2006; Durston et al., 2011; Fair et al., 2010; Liston et al., 

2011; Qiu et al., 2011; Uddin et al., 2008). Areas of the brain that showed differences in 

RSN integrity between ADHD and TDC groups are shown in Figure 1.3 (attention 

networks) & Figure 1.4 (default mode networks). Areas found to be over-connected in 

the ADHD group are show in red (positive T-scores) whereas areas that were under-

connected in the ADHD group are shown in blue (negative T-scores). The list of the 

differences in attention networks (the salience network, Figure 1.3A; the left executive 

network, Figure 1.3D, and the right executive network, Figure 1.3G) can be found in 

Table 1.5. The salience network showed significant over-connections in medial and  
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Figure 1.2. Examples of networks resolved through 20-component Independent Component Analysis for the Any ADHD 

versus TDC analysis. A. salience network; B. left executive network; C. right executive network; D. default mode network; E. 

default mode network, posterior portion. Colorbar represents t-scores.  
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Figure 1.3. Areas of the brain that show significant differences in connectivity in 

attention networks between children with ADHD and TDCs. A. any ADHD diagnosis 

versus TDC connectivity in the salience network; B. combination subtype ADHD 

diagnosis versus TDC connectivity in the salience network; C. inattentive subtype ADHD 

diagnosis versus TDC connectivity in the salience network; D. any ADHD diagnosis 

versus TDC connectivity in the left executive network; E. combination subtype ADHD 

diagnosis versus TDC connectivity in the left executive network; F. inattentive subtype 

ADHD diagnosis versus TDC connectivity in the left executive network; G. any ADHD 

diagnosis versus TDC connectivity in the right executive network; H. combination 

subtype ADHD diagnosis versus TDC connectivity in the right executive network; I. 

inattentive subtype ADHD diagnosis versus TDC connectivity in the right executive 

network. Colorbar represents T-Scores: red areas correspond to significant over-

connections, blue areas correspond to significant under-connections when compared to 

TDC. ACC: anterior cingulate cortex; IFG: inferior frontal gyrus; IPL: inferior parietal 

lobule; MedFG: medial frontal gyrus; MFG: middle frontal gyrus; SFG: superior frontal 

gyrus. 
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Figure 1.4. Areas of the brain that show significant differences in connectivity in the 

default mode network (DMN) between children with ADHD and TDCs. A. any ADHD 

diagnosis versus TDC connectivity in the DMN; B. combination subtype ADHD 

diagnosis versus TDC connectivity in the DMN; C. inattentive subtype ADHD diagnosis 

versus TDC connectivity in the DMN; D. any ADHD diagnosis versus TDC connectivity 

in the DMN-posterior; E. combination subtype ADHD diagnosis versus TDC 

connectivity in the DMN-posterior; F. inattentive subtype ADHD diagnosis versus TDC 

connectivity in the DMN-posterior. Colorbar represents T-Scores: red areas correspond to 

significant over-connections, blue areas correspond to significant under-connections. 

IFG: inferior frontal gyrus; IPL: inferior parietal lobule; MedFG: medial frontal gyrus; 

MFG: middle frontal gyrus; SFG: superior frontal gyrus. 
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Table 1.5. Significantly over- or under-connected brain areas in attention networks for 

Any ADHD versus TDC. This table lists areas of the brain that were significantly 

different between ADHD and TDC groups. The peak MNI coordinates of each cluster are 

given in columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.5. Significantly Over- or Under-Connected Brain Areas in Attention Networks for Any ADHD versus 
TDC 

RSN 
Type of 

Connection 
Peak Coordinates 

X        Y        Z 
Cluster 

Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

Salience 

Over-
Connections 

-57 24 3 28 Inferior Frontal Gyrus 45, 47 26 

    
Superior Temp. Gyrus 38 1 

-12 60 12 44 Medial Frontal Gyrus 10 15 
-9 48 51 135 Superior Frontal Gyrus 8, 9 17 

    
Medial Frontal Gyrus 6, 8 59 

    
Cingulate Gyrus 32 21 

Under-
Connections 

-57 -51 42 34 Inferior Parietal Lobule 40 19 
-39 -39 57 36 Inferior Parietal Lobule 40 13 

    
Postcentral Gyrus 22 22 

    
       

Left 
Executive 

Over-
Connections 

45 21 36 91 Middle Frontal Gyrus 9, 10 14 

    
Inferior Frontal Gyrus 46 4 

0 -24 24 46 Cingulate Gyrus 23 5 

    
R Caudate Body 

 
3 

-18 36 48 39 Superior Frontal Gyrus 8 14 

    
Middle Frontal Gyrus 9 2 

Under-
Connections 

-6 -69 0 28 Lingual Gyrus 18, 30 8 

    
Cuneus 23 2 

-45 21 15 33 Inferior Frontal Gyrus 45 1 
-27 -54 39 59 Superior Parietal Lobule 7 13 

    
Inferior Parietal Lobule 40 1 

    
Precuneus 19, 39 13 

6 -63 42 33 Precuneus 7 21 
27 -54 45 59 Inferior Parietal Lobule 40 8  

    
Precuneus 7 14 

-21 -57 57 27 Superior Parietal Lobule 7 11 

    
Precuneus 7 9 

-36 -15 57 43 Precentral Gyrus 4 16  
-6 0 54 57 Medial Frontal Gyrus 6 29 

    
Superior Frontal Gyrus 6 16 

-36 18 54 66 Middle Frontal Gyrus 6 19 

    
Superior Frontal Gyrus 8 7 

    
       

Right 
Executive 

Over-
Connections 

30 -39 -21 39 R Cerebellum 
 

19 

    
Fusiform Gyrus 20, 37 8 

    
Parahippocampal Gyrus 36 1 

30 15 -6 50 Inferior Frontal Gyrus 47 15 

    
Insula  13 8 

-36 -45 42 30 Inferior Parietal Lobule 40 7 
45 -21 48 119 Postcentral Gyrus 2,3 46 

    
Precentral Gyrus 4 14 

-3 -60 54 79 Precuneus 7 40 

Under-
Connections 

-18 -60 -15 47 L Cerebellum 
 

36 

    
Fusiform Gyrus 19 5 

-6 42 -3 29 Anterior Cingulate 24, 32 9  

    
Medial Frontal Gyrus 10 2 

48 -60 33 34 Angular Gyrus 39 5 

    
Supramarginal Gyrus 40 1 

42 -57 45 47 Inferior Parietal Lobule 40 18 

    
Superior Parietal Lobule 7 5 

-24 -42 66 31 Postcentral Gyrus 2, 5 20 



48 

 

superior portions of the frontal lobe, including the ACC, compared to TDC. The salience 

network also showed significant under-connection to the inferior parietal lobule in the 

ADHD group. Similarly, the left executive network also showed over-connection to 

portions of the frontal lobe (including the superior, middle, and inferior frontal gyri) in 

the ADHD group, while also showing under-connection to the inferior parietal lobule. By 

contrast, the right executive network showed over-connections to areas including the 

precuneus and inferior parietal lobule as well as under-connections to the ACC and 

medial frontal gyrus. 

All differences in the DMN (Figure 1.4A) and the DMN-posterior (Figure 1.4D) 

are listed in Table 1.6. Most notably, both default networks showed significant over-

connections in the ADHD group to portions of the frontal lobe (particularly the middle 

and superior frontal gyri) and well as significant under-connections to the inferior parietal 

lobule. 

Combination ADHD versus TDC: There were no significant differences in age, IQ 

scores, gender, or handedness between the ADHD and TDC groups (Table 1.3). ICA was 

performed only once using 20 components to resolve the resting state networks. 

Resulting networks were comparable to those found in the Any ADHD versus TDC 

analysis (examples shown in Figure 1.2). Significant over- and under-connections 

between Combination ADHD and TDC in attention networks can be seen in Figure 1.3 

(the salience network, Figure 1.3B; the left executive network, Figure 1.3E, and the right 

executive network, Figure 1.3H) and are listed in Table 1.7. Most notably, there were  
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Table 1.6. Significantly over- or under-connected brain areas in the DMN for Any 

ADHD versus TDC. This table lists areas of the brain that were significantly different 

between ADHD and TDC groups. The peak MNI coordinates of each cluster are given in 

columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.6. Significantly Over- or Under-Connected Brain Areas in the DMN for Any ADHD versus TDC 

RSN 
Type of 

Connection 
Peak Coordinates  
 X        Y        Z 

Cluster 
Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

DMN 

Over-
Connections 

-42 0 60 25 Precentral Gyrus 6 6 

    
Middle Frontal Gyrus 6 10 

39 -9 63 139 Precentral Gyrus 6 & 4 50 

    
Middle Frontal Gyrus 6 40 

    
Medial Frontal Gyrus 6 23 

    
Superior Frontal Gyrus 6 14 

24 30 57 42 Superior Frontal Gyrus 6 & 8 31 

    
Middle Frontal Gyrus 6 4 

9 -45 21 25 Posterior Cingulate 23 & 31 10 

21 -45 12 33 Lingual Gyrus 19 1 

    
Posterior Cingulate 30 3 

3 15 -9 26 Anterior Cingulate 25 11 

    
Left Caudate Head 

 
5 

    
Right Caudate Head 

 
5 

39 0 -12 26 Insula 13 3 

-21 -54 -24 27 Cerebellum - Culmen 
 

14 

    
Cerebellum - Declive 

 
11 

    
Cerebellum - Dentate 

 
2 

Under-
Connections 

39 -48 57 30 Inferior Parietal Lobule 40 6 

    
Superior Parietal Lobule 5 & 7 2 

39 54 24 49 Middle Frontal Gyrus 10 & 46 19 

    
Superior Frontal Gyrus 10 13 

-27 -66 12 47 Cuneus 18 1 

-48 -33 9 27 Transverse Temp. Gyrus 41 6 

    
Insula 13 7 

-21 -24 12 40 Left Thalamus 
 

25 

36 15 -30 28 Superior Temp. Gyrus 38 8 

    
       

Posterior 
DMN 

Over-
Connections 

-39 -72 0 54 Middle Occipital Gyrus 19 & 37 40 

-42 -36 12 56 Superior Temp. Gyrus 22 & 41 43 

    
Transverse Temp. Gyrus 41 11 

-39 24 51 25 Middle Frontal Gyrus 8 20 

    
Superior Frontal Gyrus 8 2 

Under-
Connections 

33 51 6 43 Middle Frontal Gyrus 10 & 11 19 

    
Superior Frontal Gyrus 10 11 

-33 -57 30 36 Inferior Parietal Lobule 40 2 
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Table 1.7. Significantly over- or under-connected brain areas in attention networks for 

Combination ADHD versus TDC. This table lists areas of the brain that were 

significantly different between ADHD and TDC groups. The peak MNI coordinates of 

each cluster are given in columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.7. Significantly Over- or Under-Connected Brain Areas in Attention Networks for Combination 
ADHD versus TDC 

RSN 
Type of 

Connection 
Peak Coordinates 

X        Y        Z 
Cluster 

Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

Salience 

Over-
Connections 

48 3 3 30 Insula 13 20 

-12 57 12 34 Superior Frontal Gyrus 10 16 

Under-
Connections 

-27 0 -3 33 L Putamen 
 

17 

    
L Globus Pallidus 

 
3 

-27 45 21 61 Superior Frontal Gyrus 10 26 

-30 -81 24 27 Superior Occip. Gyrus 19 11 

57 -9 30 54 Precentral Gyrus 4, 6 34 

    
Postcentral Gyrus 

1-3, 40, 
43 20 

-60 -6 30 27 Precentral Gyrus 4, 6 23 

    
Postcentral Gyrus 3 4 

-57 -54 42 28 Inferior Parietal Lobule 40 13 

  
        

Left 
Executive 

Over-
Connections -51 30 -9 26 Inferior Frontal Gyrus 47 1 

Under-
Connections 

-18 15 -9 33 L Putamen 
 

12 

    
Caudate Head 

 
9 

    
Inferior Frontal Gyrus 47 2 

  
        

Right 
Executive 

Over-
Connections 

27 -33 27 25 R Cerebellum 
 

17 

    
Fusiform Gyrus 20 2 

36 15 -18 55 Inferior Frontal Gyrus 47 22 

    
Insula 13 5 

    
Superior Temp. Gyrus 38 1 

42 -21 45 46 Postcentral Gyrus 3 20 

    
Precentral Gyrus 4 5 

24 9 63 30 Middle Frontal Gyrus 6 14 

    
Superior Frontal Gyrus 6 12 

Under-
Connections 

-24 -60 -18 66 L Cerebellum 
 

47 

    
Fusiform Gyrus 19, 37 6 

-39 -15 3 35 Insula 13 9 

    
Claustrum 

 
4 

-24 -45 66 55 Postcentral Gyrus 2, 5 20 

    
Superior Parietal Lobule 40 2 
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significant over-connections in the ADHD group within all 3 attention networks to 

portions of the frontal lobe, including the inferior frontal gyrus, middle frontal gyrus, and 

superior frontal gyrus. There was also significant under-connection between the salience 

network and the pre-central gyri bilaterally in the ADHD group. 

Significant over- and under-connections within default mode networks are shown 

in Figure 1.4 (DMN, Figure 1.4B; DMN-posterior, Figure 1.4E). An exhaustive list of 

significantly difference areas between Combination ADHD and TDC groups can be 

found in Table 1.8. Most notably, there were several significant over-connections to 

clusters in the frontal lobe (middle frontal gyri and superior frontal gyri for both DMN 

and DMN-posterior) in the ADHD group. Both the DMN and the DMN-posterior also 

showed significant under-connection to the precuneus or inferior parietal lobule.  

Inattentive ADHD versus TDC: There were no significant differences in age, IQ scores, 

gender, or handedness between the ADHD and TDC groups (Table 1.5). ICA was 

performed only once using 20 components to resolve the resting state networks. 

Resulting networks were comparable to those found in the Any ADHD versus TDC 

analysis (examples shown in Figure 1.2). Significant over- and under-connections 

between Inattentive ADHD and TDC in attention networks can be seen in Figure 1.3 (the 

salience network, Figure 1.3C; the left executive network, Figure 1.3F, and the right 

executive network, Figure 1.3I) and are listed in Table 1.9. Most notably, there were 

significant over-connections in the ADHD group within all 3 attention networks to 

medial portions of the frontal lobe, including the medial frontal gyrus, inferior frontal 
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Table 1.8. Significantly over- or under-connected brain areas in the DMN for 

Combination ADHD versus TDC. This table lists areas of the brain that were 

significantly different between ADHD and TDC groups. The peak MNI coordinates of 

each cluster are given in columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.8. Significantly Over- or Under-Connected Brain Areas in the DMN for Combination ADHD versus 
TDC 

RSN 
Type of 

Connection 
Peak Coordinates  
 X        Y      Z 

Cluster 
Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

DMN 

Over-
Connections 

-21 -54 -24 57 Cerebellum - Culmen   26 

  
   

Cerebellum - Declive 
 

23 

  
   

Cerebellum - Tuber 
 

5 

  
   

Cerebellar Tonsil 
 

3 

-54 12 -12 31 
Superior Temporal 
Gyrus 38 18 

  
   

Middle Temporal Gyrus 21 13 

6 30 -12 25 Anterior Cingulate 32, 24 21 

  
   

Medial Frontal Gyrus 11 4 

-24 -45 6 26 L Caudate Tail 
 

2 

30 -78 18 44 Cuneus 19, 7 26 

-3 -45 21 60 Posterior Cingulate 23, 30 28 

-57 15 30 29 Inferior Frontal Gyrus 9, 45 23 

  
   

Middle Frontal Gyrus 9 6 

39 -9 63 204 Superior Frontal Gyrus 6, 8 73 

  
   

Middle Frontal Gyrus 6 47 

  
   

Precentral Gyrus 4, 6 29 

  
   

Medial Frontal Gyrus 6,32 12 

Under-
Connections 

-51 -33 9 26 
Transverse Temporal 
Gyrus 41 4 

  
   

Insula 13 3 

-63 -21 39 48 Postcentral Gyrus 3, 1, 2 25 

  
   

Precentral Gyrus 4, 6 14 

  
   

Inferior Parietal Lobule 40 2 

-30 42 42 33 Middle Frontal Gyrus 9 18 

  
   

Superior Frontal Gyrus 8 14 
…Continued on next page… 
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…Table 1.8 continued from previous page… 

Posterior 
DMN 

Over-
Connections 

-3 -69 -30 36 Cerebellum -Declive   20 

  
   

Cerebellum - Uvula 
 

8 

  
   

Cerebellum - Declive of 
Vermis 

 
4 

  
   

Cerebellum - Pyramis 
 

4 

-39 -75 0 39 Middle Occipital Gyrus 19 32 

  
   

Inferior Temporal Gyrus 37 5 

-42 -39 12 48 
Transverse Temporal 
Gyrus 41 18 

-51 -39 39 36 Inferior Parietal Lobule 40 1 

  
   

Postcentral Gyrus 1, 2 5 

3 48 27 44 Medial Frontal Gyrus 9 22 

        Superior Frontal Gyrus 9 6 

Under-
Connections 

33 51 3 28 Middle Frontal Gyrus 10 8 

  
   

Superior Frontal Gyrus 10 2 

-21 21 42 32 Middle Frontal Gyrus 8 18 

  
   

Superior Frontal Gyrus 8 10 

0 -36 45 29 Paracentral Lobule 5 & 31 5 

        Precuneus 7 23 
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Table 1.9. Significantly over- or under-connected brain areas in attention networks for 

Inattentive ADHD versus TDC. This table lists areas of the brain that were significantly 

different between ADHD and TDC groups. The peak MNI coordinates of each cluster are 

given in columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.9. Significantly Over- or Under-Connected Brain Areas in Attention Networks for Inattentive 
ADHD versus TDC 

RSN 
Type of 

Connection 
Peak Coordinates 

X        Y        Z 
Cluster 

Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

Salience 

Over-
Connections 

15 -12 -18 29 Parahippocampal Gyrus 28, 34 22 

-27 -66 -12 89 Fusiform Gyrus 19 15 

    
Lingual Gyrus 18 56 

15 -81 -12 88 Lingual Gyrus 18 59 

-54 21 6 41 Inferior Frontal Gyrus 45, 47 36 

    
Precentral Gyrus 44 2 

9 57 -3 43 Superior Frontal Gyrus 10 11 

-18 -78 39 25 Precuneus 7 24 

Under-
Connections 

21 -93 3 54 Cuneus 18, 19 23 

24 15 0 34 Insula 13 9 

3 -69 51 39 Precuneus 7 31 

-24 27 54 36 Superior Frontal Gyrus 8 27 

    
Middle Frontal Gyrus 8 9 

    
       

Left 
Executive 

Over-
Connections 

9 -42 -42 42 R Cerebellum - Dentate 
 

8 

    
R Cerebellum - Nodule 

 
8 

    
Pons 

 
8 

    
Medulla 

 
1 

-33 24 -3 26 Inferior Frontal Gyrus 47 4 

    
Insula 13 5 

0 45 33 57 Medial Frontal Gyrus 6, 9 16 

    
Superior Frontal Gyrus 8 2 

Under-
Connections 

-30 -84 -33 25 Cerebellum - Declive 
 

15 

    
Cerebellum - Uvula 

 
10 

-24 -21 -24 30 Parahippocampal Gyrus 28, 35 8 

-9 -72 0 43 Lingual Gyrus 17, 18 7 

18 -39 0 39 Parahippocampal Gyrus 30 3 

    
Thalamus 

 
4 

45 15 -3 26 Insula 13 7 

    
Inferior Frontal Gyrus 47 7 

-18 -78 33 45 Precuneus 7 14 

    
Cuneus 19 7 

-36 18 54 36 Middle Frontal Gyrus 6, 8 21 

    
Superior Frontal Gyrus 8 11 

…Continued on next page… 
 



59 

 

…Table 1.9 continued from previous page… 

Right 
Executive 

Over-
Connections 

-3 42 12 36 Anterior Cingulate 32 6 

    
Medial Frontal Gyrus 10 1 

Under-
Connections 

54 -21 30 52 Inferior Parietal Lobule 40 15 

    
Postcentral Gyrus 2 3 

39 42 36 41 Superior Frontal Gyrus 9, 10 19 

    
Middle Frontal Gyrus 9, 10 19 
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gyrus, and the ACC. By contrast, there were also significant under-connections in the 

ADHD group within all 3 attention networks to lateral portions of the frontal lobe, 

specifically to clusters including the superior frontal gyrus. 

Significant over- and under-connections within default mode networks are shown 

in Figure 1.4 (DMN, Figure 1.4C; DMN-posterior, Figure 1.4F). An exhaustive list of 

significantly different areas between Inattentive ADHD and TDC groups can be found in 

Table 1.10. Most notably, there were significant over-connections to the 

precuneus/superior parietal lobule in both the default networks in the ADHD group. By 

contrast, there were significant under-connections to clusters in the frontal lobe 

(including the inferior frontal gyrus, middle frontal gyrus, and superior frontal gyrus) in 

both default networks in the ADHD group. 

Discussion 
The aim of the present study was to determine how RSN integrity differed 

between children diagnosed with ADHD and their typically developing peers. A total of 3 

analyses were conducted, the first including children with any of the 3 subtypes of 

ADHD, the second including only children with the combination subtype of ADHD, and 

the third including only children with the inattentive subtype of ADHD. We hypothesized 

that the DMN and attention networks would show significant differences in coherence 

between ADHD and TDC groups in all 3 analyses. We found evidence that supported our 

hypothesis, although the brain areas where RSN integrity was abnormal in the ADHD 

group differed between the analyses, based on what type of ADHD was under scrutiny. 

We further predicted that the ADHD groups would show decreased, rather than 
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Table 1.10. Significantly over- or under-connected brain areas in the DMN for 

Inattentive ADHD versus TDC. This table lists areas of the brain that were significantly 

different between ADHD and TDC groups. The peak MNI coordinates of each cluster are 

given in columns 3-5, and the size of the cluster is given in column 6. 
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Table 1.10. Significantly Over- or Under-Connected Brain Areas in the DMN for Inattentive ADHD versus 
TDC 

RSN 
Type of 

Connection 
Peak Coordinates  
 X        Y       Z 

Cluster 
Size Anatomical Area 

Brod-
mann 
Area 

Voxels 
in 

Area 

DMN 

Over-
Connections 

-24 -69 -30 59 Cerebellum - Uvula   26 

  
   

Cerebellum - Pyramis 
 

18 

  
   

Cerebellum - Declive 
 

9 

  
   

Cerebellum - Tuber 
 

6 

0 18 -6 29 Anterior Cingulate 25 14 

  
   

L Caudate Head 
 

5 

-3 -99 15 36 Cuneus 18 & 19 30 

9 -72 57 47 Precuneus 7 18 

  
   

Superior Parietal Lobule 7 13 

Under-
Connections 

27 63 27 33 Middle Frontal Gyrus 10 11 

  
   

Superior Frontal Gyrus 9 & 10 9 

45 39 36 31 Middle Frontal Gyrus 46 18 

  
   

Superior Frontal Gyrus 9 5 

36 -48 39 26 Inferior Parietal Lobule 40 11 
                  

Posterior 
DMN 

Over-
Connections 

0 -69 6 25 Cuneus 30 7 

  
   

Posterior Cingulate 23 12 

-45 -33 12 26 
Superior Temporal 
Gyrus 41 11 

  
   

Transverse Temporal 
Gyrus 41 5 

  
   

Insula 13 7 

24 -48 45 26 Precuneus 7 & 31 8 

Under-
Connections 

15 24 -9 36 Inferior Frontal Gyrus 11 & 47 2 

-9 -21 9 26 L Thalamus 
 

25 

48 -69 30 27 Precuneus 19 & 39 12 

-42 -57 27 49 Angular Gyrus 39 5 
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increased, RSN integrity compared to TDCs. While there were areas of decreased 

coherence observed for both attention networks and the DMN, we found multiple areas of 

increased coherence in each of these networks as well. A brief summary of our 

interpretations of these findings is presented in Table 1.11. 

For the Any ADHD versus TDC analysis, the 3 attention networks investigated 

(the salience network and the left and right executive networks) displayed different 

patterns of over- and under- connection to different brain areas in the Any ADHD group. 

The salience network, which has been found to underpin executive function by 

identifying decision-relevant stimuli and at the core is comprised of the dorsal anterior 

cingulate (dACC) and orbitofrontal/insular cortices (Figure 1.2A), showed increased 

connections within itself (Seeley et al., 2007). That is, the medial frontal gyrus (MedFG), 

the superior frontal gyrus (SFG), and the anterior cingulate cortex (ACC), which fell 

within the areas defined as the salience network in Figure 1.2A, all showed increased 

integrity in the any ADHD group (Figure 1.3A). While it is difficult to interpret what 

over-connection indicates in an absolute sense, here we speculate that this could be a 

potential compensatory mechanism for children with ADHD: as identifying decision-

relevant stimuli (paying attention) is difficult for this group, perhaps over-connections 

within the RSN that supports this function develop. Conversely, it is equally possible that 

this over-connection is a hallmark of the disorder and not a compensatory response; with 

cross-sectional data it is impossible to know. Still, the pattern of under-connections to the 
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Table 1.11. Summary of Chapter 1 findings. This table condenses the information given in the discussion section for a quick 

over-view of our results. Attention network findings are given in the top half of the table, while DMN findings are shown in 

the bottom half. The 2nd column describes over-connections in the ADHD group compared to the TDC group; the 3rd column 

describes under-connections in the ADHD group compared to the TDC group. 
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Table 1.11. Summary of Chapter 1 Findings 
Attention Networks Over-Connected Under-Connected 

Any ADHD vs TDC 

Salience Network: ↑ connections within itself 
(MedFG, SFG, and ACC ↑ integrity) 

Salience Network: ↓ connection to the DMN (IPL ↓ 
integrity) 

L. Exec. Network: ↑ connections to the R. Exec. 
Network (right IFG, MFG, SFG ↑ integrity) 

L. Exec. Network: ↓ connection to the DMN ( IPL ↓ 
integrity) 

R. Exec. Network: ↑ connection to DMN (↑ integrity 
in IPL) 

R. Exec. Network: ↓ connections within R. Exec. 
Network (MedFG, ACC ↓ integrity) 

Combination ADHD 
vs TDC 

Salience Network: similar to findings to Any ADHD 
analysis 

Salience Network: ↓ connection to bilateral motor 
areas 

L. Exec. Network: ↑ connections within itself (left 
IFG↑ integrity) 

L. Exec. Network: no change in connections to DMN 

R. Exec. Network: ↑ connections within itself (right 
IFG, MFG, SFG ↑ integrity) 

R. Exec. Network: no change in connections to DMN 

Inattentive ADHD vs 
TDC 

Salience Network: ↑ connection to midline areas of 
frontal lobe (IFG ↑ integrity) 

Salience Network: ↓ connection to lateral areas of 
frontal lobe (SFG ↓ integrity) 

L. Exec. Network: ↑ connection to midline areas of 
frontal lobe (IFG, MedFG ↑ integrity) 

L. Exec. Network: ↓ connection to lateral areas of 
frontal lobe (SFG ↓ integrity) 

R. Exec. Network: ↑ connection to midline areas of 
frontal lobe (MedFG, ACC ↑ integrity) 

R. Exec. Network: ↓ connection to lateral areas of 
frontal lobe (SFG ↓ integrity) 

Default Networks Over-Connected Under-Connected 

Any ADHD vs TDC DMN & DMN-Posterior: ↑ connections to attention 
networks (MedFG, MFG, and SFG ↑ integrity) 

DMN & DMN-Posterior: ↓ connections within itself 
(IPL, precuneus ↓ integrity) 

Combination ADHD 
vs TDC 

DMN & DMN-Posterior: ↑ connections to attention 
networks (MedFG, MFG, and SFG ↑ integrity) 

DMN & DMN-Posterior: ↓ connections within itself 
(IPL, precuneus ↓ integrity) 

Inattentive ADHD vs 
TDC 

DMN & DMN-Posterior: ↑ connections within itself 
(precuneus ↑ integrity) 

DMN & DMN-Posterior: ↓ connections to areas in 
frontal lobe (IFG, MFG, SFG ↓ integrity) 

ACC: anterior cingulate cortex; DMN: default mode network; IFG: inferior frontal gyrus; IPL: inferior parietal lobule; MedFG: medial 
frontal gyrus; MFG: middle frontal gyrus; R. Exec.: Right Executive; SFG: superior frontal gyrus; TDC: typically developing control 
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salience network in the Any ADHD group can be seen as supporting the compensatory 

theory: here, the inferior parietal lobule (IPL, an area associated with the DMN) was less 

strongly connected to the salience network in the Any ADHD group. This may be 

interpreted as hyper-segregation in the Any ADHD group: the salience network has 

become less strongly connected to, and therefore more thoroughly separated from, areas 

that underlie the DMN (which is associated with daydreaming and acts in opposition to 

attention networks) (Buckner et al., 2008; Raichle et al., 2001). Again, it is possible that 

for children with ADHD, hyper-segregating the salience network from the DMN may be 

the result of attempts to pay better attention. 

While the pattern of under-connection to (and so potential hyper-segregation 

from) the IPL also held true for the left executive network in the Any ADHD group, the 

pattern of over-connection for this RSN was slightly different (Figure 1.3D). Here, 

instead of over-connection within the areas defined as the left executive network in 

Figure 1.2B, the left executive network showed multiple over-connections within the 

areas defined as the right executive network in Figure 1.2C, specifically the IFG, middle 

frontal gyrus (MFG), and superior frontal gyrus (SFG, over-connections shown in Figure 

1.3D). The left and right executive networks have been found to underpin executive 

function by preparing a reaction to decision-relevant stimuli; the dorsolateral prefrontal 

cortices (DLPFCs) and portions of parietal cortex form their core (Seeley et al., 2007). 

The over-connections between the left and right executive networks may indicate a closer 

relationship between these two RSNs in the Any ADHD group. On the other hand, under-

connections within the right executive network (MedFG, ACC) and over-connections 
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between the right executive network and the IPL (Figure 1.3G) may indicate that the right 

executive network is compromised in the Any ADHD group. The over-connections 

between these two executive RSNs described above could therefore be interpreted as 

compensating for deficits in the right executive network. 

In the Combination ADHD versus TDC analysis, there were over-connections for 

the Combination ADHD group within the areas defining all 3 attention networks (Figure 

1.3B, 3E, and 3H). This is similar to the findings of the Any ADHD analysis for the 

salience and left executive networks, and is in line with the idea that children with ADHD 

may show over-connections within their attention networks as a compensatory response. 

By contrast, there were not consistent under-connections to areas of the DMN (IPL or 

precuneus) in the Combination ADHD group, arguing against hyper-segregation of these 

networks. There was, however, significant under-connection within the salience network 

to the bilateral pre-central gyri (Figure 1.3E). This is of particular interest, as these areas 

have been shown to under-activate in response to a motor task in participants with ADHD 

(Mostofsky et al., 2006; Valera et al., 2010). The areas that comprise the resting state 

motor network (Supplemental Figure 1.4A) include those areas activated by motor tasks 

(Biswal et al., 1995), and so it appears that here the under-connection within the salience 

network occurred in areas usually ascribed to the motor network. One possible 

interpretation of this finding is that the salience network may have impaired influence in 

these motor areas in children with ADHD. As this under-connection was present 

specifically in the Combination ADHD group, which includes children with hyperactive 

symptoms, it is possible that this impaired influence may contribute to the hyperactive 
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symptoms of children with ADHD. Further study may be warranted to elucidate this 

relationship: it may be worthwhile to investigate whether there is under connection 

between the salience network and motor areas in a group of children diagnosed with the 

hyperactive subtype of ADHD, as they would experience purely hyperactive symptoms. 

The results of the Inattentive ADHD versus TDC analysis showed a different 

pattern of over- and under- connection within the attention networks than the Any ADHD 

or Combination ADHD analyses. Here, the over-connections within the frontal lobes for 

all 3 attention networks seemed to occur along the midline (IFG, MedFG, ACC), whereas 

under-connections within the frontal lobes tended to occur laterally (SFG). These over-

connected medial areas cover one of the main hubs of the salience network (the dACC), 

as well as the medial prefrontal cortex (mPFC; ACC and MedFG) and the ventromedial 

prefrontal cortex (vmPFC; IFG) (Seeley et al., 2007). While the salience network is 

known to subserve the identification of relevant stimuli, a wider swath of the mPFC has 

been shown to play a role in performance monitoring (such as detecting errors and 

decision uncertainty) (Ridderinkhof et al., 2004; Seeley et al., 2007). Impairments in the 

vmPFC have been associated with difficulty making decisions with long-term 

consequences (Bechara et al., 2000). The combination of these areas (the dACC hub of 

the salience network, the mPFC, and the vmPFC) can therefore be tied to focusing on 

relevant cues and making good decisions (Bechara et al., 2000; Ridderinkhof et al., 2004; 

Seeley et al., 2007). Over-connections within attention networks to these areas in the 

Inattentive ADHD group may be interpreted as a potential compensatory mechanism, 

similar to the over-connections seen in the salience network for the Any ADHD analysis: 
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as identifying decision-relevant stimuli and making good decisions based on those stimuli 

is difficult for this group, perhaps over-connections in areas that support these functions 

develop. Conversely, the lateral under-connections to the SFG seem to fall in areas 

belonging to the left and right executive networks. As these networks are responsible for 

preparing reactions to stimuli/decisions (Seeley et al., 2007), perhaps the under-

connection to the salience network and within the left and right executive networks 

themselves is specifically related to the inattentive symptoms experienced by this group. 

The pattern of over- and under- connection within the networks found to represent 

the DMN was similar for the Any ADHD and Combination ADHD analyses (Figure 1.4). 

In both cases, the DMN/DMN-posterior showed significant under-connection in the IPL 

and precuneus in the ADHD group, consistent with previous findings of reduced integrity 

within the DMN in ADHD (Castellanos et al., 2008; Fair et al., 2010; Qiu et al., 2011; 

Uddin et al., 2008). Both the Any ADHD and Combination ADHD analyses also revealed 

over-connection within the DMN/DMN-posterior and areas of the frontal lobe, including 

the MedFG, MFG, and SFG. These areas fall within one or more of the attention 

networks detailed above; the largest over-connections appeared to fall within areas 

usually ascribed to the right executive network (Figure 1.4A and 4B). Taken together, we 

interpret the findings that areas of the DMN are less coherently connected to each other 

and that areas not normally associated with the DMN (MedFG, MFG, SFG) become 

more coherent with the DMN as evidence that the DMN is less segregated from attention 

networks in children with ADHD. On the contrary, the Inattentive ADHD analysis 

revealed an opposite pattern of over- and under-connection in default networks. In this 
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analysis, the DMN/DMN-posterior showed over-connections to the precuneus and under-

connections to portions of the frontal lobe, including the IFG, MFG, and SFG. This 

reversal of findings (over-connection within the DMN and under-connection to areas 

associated with attention networks) implies that in children with the inattentive subtype 

of ADHD, the DMN may be hyper-segregated from attention networks. This is in line 

with the know function of the DMN (task-free introspection) and the behavioral deficits 

of the inattentive subtype (in ability to focus and pay attention) (American Psychiatric 

Association, 2013; Buckner et al., 2008; Raichle et al., 2001). 

While the analyses conducted in this study revealed multiple differences in rs-FC 

between children with ADHD and TDCs, it is important to note that only a subset of the 

results are presented and discussed here. In addition to the 5 networks (salience, left 

executive, right executive, DMN, and DMN-posterior) examined above, an additional 7 

networks were also investigated (parietal, IFG-middle temporal, ACC-precuneus, motor, 

supplementary motor, visual, and auditory) for differences between Any ADHD versus 

TDC, Combination ADHD versus TDC, and Inattentive ADHD versus TDC groups. 

These results are shown in Supplemental Figures 1 – 7. For each figure, the component 

that best represented the RSN in question is shown in part A, and then for that RSN the 

results of the Any ADHD versus TDC comparison are shown in part B, the results of the 

Combination ADHD versus TDC comparison are shown in part C, and finally the results 

of the Inattentive ADHD versus TDC comparison are shown in part D. Furthermore, for 

the 5 networks discussed above, only differences in areas relevant to either the DMN or 
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the attention networks were discussed; for example, differences in RSN integrity within 

the occipital lobe were not talked about here.  

Overall, there were a few trends in the patterns of over- and under-connections in 

our analyses that could be used to summarize our data (Table 1.11). First, there tended to 

be over-connections within areas related to attention networks (salience or executive 

networks) across all 3 analyses (Any ADHD, Combination ADHD, and Inattentive 

ADHD). The notable exception to this was the right executive network in the Any ADHD 

analysis, which showed over-connection to the IPL. Second, the pattern of under-

connections within each attention network seemed to be different for the Any ADHD, 

Combination ADHD, and Inattentive ADHD analyses: the Any ADHD analysis revealed 

under-connection to the IPL for the salience and left executive networks, but over-

connection to areas of the frontal lobe in the right executive network. The salience 

network in the Combination ADHD analysis, on the other hand, showed under-

connection to bilateral pre-central cortices, and all 3 attention networks showed under-

connections to lateral portions of the frontal lobe in the Inattentive analysis. Lastly, the 

patterns of over- and under- connection in the default networks tended towards over-

connection in areas of the frontal lobe and under-connection within the DMN itself, 

particularly in the IPL and precuneus. The notable exception here was the Inattentive 

ADHD analysis, which showed the reverse pattern: over-connection within the DMN and 

under-connection to areas within the frontal lobe. Taken as a whole, we believe these 

findings support the conclusion that (1) attention networks are generally over-connected 
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in ADHD and (2) the DMN is under-connected in combination subtype ADHD, but is 

over-connected in inattentive subtype ADHD. 

Our findings have several implications for future studies using RSNs to further 

understand ADHD. The fact that significant differences in the ADHD group were found 

both in the connections (1) between brain areas within the attention and default networks 

themselves and (2) across these networks means that studying any single network in 

isolation may not reveal the full picture of atypical connectivity for ADHD patients. 

While the DMN has been the network of choice for investigating ADHD-related 

connectivity differences, the findings of the current study support investigation of 

attention networks as well. Going forward, even a cursory examination of the differences 

across ADHD and TDC groups in all RSNs may be advisable, as opposed to focusing on 

any single network or circuit. It is also important to bear in mind that the differences 

found here describe group changes in connectivity; therefore these RSN abnormalities 

cannot be used to make inferences about individual patient deficits. These group-level 

differences are useful for pointing out candidate brain areas (or here, RSNs) for future 

studies, but cannot be used diagnostically. To this end, the next two chapters will address 

methods for using information about individual patients’ RSN integrities to build a 

classifier capable of diagnosing ADHD on an individual level. 
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SI Figure 1.1. The parietal association network was 1 of 12 RSNs resolved through 20-component Independent Component 

Analysis for the Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified as the parietal 

association network. Colorbar represents t-scores from a 1-sample t-test. Areas of the brain that had significant differences in 

connectivity in the parietal association network between children with ADHD and TDCs are shown for B. any ADHD 

diagnosis versus TDC connectivity C. combination subtype ADHD diagnosis versus TDC connectivity D. inattentive subtype 

ADHD diagnosis versus TDC connectivity. Colorbar represents t-scores from 2-sample t-tests. 
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Parietal Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.1. Significantly over- or under-connected brain areas in the parietal 

association network. This table lists areas of the brain that were significantly different 

between ADHD and TDC groups in the Any ADHD versus TDC analysis, the 

Combination ADHD versus TDC analysis, and the Inattentive ADHD versus TDC 

analysis. The peak MNI coordinates of each cluster are given in columns 3-5, and the size 

of the cluster is given in column 6. 
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Parietal 
Association 

Network 

Any ADHD versus TDC 

  X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 

Voxels 
in 

Area 

Over-
Connections 

24 -45 -30 30 Cerebellum - Culmen 
 

26 
  

   
Cerebellum - Declive 

 
1 

-15 42 -15 29 Middle Frontal Gyrus 11, 47 6 
-45 -24 24 40 Insula 13 4 

  
   

Postcentral Gyrus 43 1 
6 -51 72 25 Precuneus 7 6 

Under-
Connections 

57 -39 15 33 Inferior Parietal Lobule 40 2 
  

   
Insula 13 1 

  
   

Superior Temporal 
Gyrus 22, 42 5 

-6 -66 24 43 Precuneus 7, 31 19 
Combination ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in 

Area 

Over-
Connections 

33 -45 -27 31 Cerebellum - Culmen 
 

24 
30 -24 -12 25 Hippocampus 

 
3 

15 45 36 31 Superior Frontal Gyrus 9 19 
        Medial Frontal Gyrus 9 12 

Inattentive ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in 

Area 

Over-
Connections 

-33 -87 -12 26 Middle Occipital Gyrus 18 9 
51 -72 12 40 Middle Temporal Gyrus 39 10 
45 36 36 27 Middle Frontal Gyrus 9, 46 19 
        Superior Frontal Gyrus 9 5 

Under-
Connections 

15 -42 -42 32 Cerebellum - Tonsil   19 
  

   
Cerebellum - Dentate 

 
1 

  
   

Pons 
 

6 
  

   
Right Brainstem 

 
6 

  
   

Superior Temporal 
Gyrus 22, 37 7 

  
   

Middle Occipital Gyrus 19 1 

60 -36 12 32 
Superior Temporal 
Gyrus 41, 22 5 

12 30 21 25 Medial Frontal Gyrus 9 3 
  

   
Anterior Cingulate 32 2  

9 51 30 56 Superior Frontal Gyrus 9 37 
  

   
Medial Frontal Gyrus 9 13 

-3 -39 51 25 Paracentral Lobule 5 9 

 



77 

 

SI Figure 1.2. The inferior frontal gyrus-middle temporal network was 1 of 12 RSNs resolved through 20-component 

Independent Component Analysis for the Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified 

as the inferior frontal gyrus-middle temporal network. Colorbar represents t-scores from a 1-sample t-test. Areas of the brain 

that had significant differences in connectivity in the inferior frontal gyrus-middle temporal network between children with 

ADHD and TDCs are shown for B. any ADHD diagnosis versus TDC connectivity C. combination subtype ADHD diagnosis 

versus TDC connectivity D. inattentive subtype ADHD diagnosis versus TDC connectivity. Colorbar represents t-scores from 

2-sample t-tests. 
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IFG-Mid Temporal Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.2. Significantly over- or under-connected brain areas in the inferior frontal 

gyrus-middle temporal network. This table lists areas of the brain that were significantly 

different between ADHD and TDC groups in the Any ADHD versus TDC analysis, the 

Combination ADHD versus TDC analysis, and the Inattentive ADHD versus TDC 

analysis. The peak MNI coordinates of each cluster are given in columns 3-5, and the size 

of the cluster is given in column 6. 
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IFG-
Middle 

Temporal 
Network 

Any ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

33 -87 0 103 Middle Occipital Gyrus 18 14 

  
   

Cuneus 17, 19 6 

  
   

Lingual Gyrus 18 1 

-18 -12 3 30 L. Thalamus 
 

25 

54 42 6 25 Inferior Frontal Gyrus 45, 46 6 

36 0 36 30 Middle Frontal Gyrus 6, 9 5 

  
   

Precentral Gyrus 6 2 

Under-
Connections 

42 -69 -33 47 Cerebellum - Tuber   29 

  
   

Cerebellum - Declive 
 

11 

  
   

Cerebellum - Uvula 
 

7 

-6 36 -12 27 Medial Frontal Gyrus 11 4 

  
   

Anterior Cingulate 32 5 

-39 -63 12 48 Middle Temporal Gyrus 19, 37, 39 11 

9 -36 12 37 R Thalamus 
 

2 

45 -48 33 46 Inferior Parietal Lobule 40 5 

0 -30 30 36 Post. Cingulate Gyrus 23, 31 10 

36 -57 51 31 Inferior Parietal Lobule 40 12 

  
   

Superior Parietal Lobule 7 10 
Combination ADHD versus TDC 

 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

27 -93 6 25 Middle Occipital Gyrus 3 4 

24 9 18 31 R Putamen 
 

3 

36 0 36 26 Inferior Frontal Gyrus 6 4 

  
   

Middle Frontal Gyrus 6 3 

Under-
Connections 

39 -72 -33 57 Cerebellum - Tuber   26 

  
   

Cerebellum - Declive 
 

18 

  
   

Cerebellum - Uvula 
 

11 

  
   

Cerebellum - Pyramis 
 

1 

  
   

Cerebellum - Culmen 
 

1 

21 -66 -9 57 Lingual Gyrus 19 8 

  
   

Fusiform Gyrus 18 3 

  
   

Cerebellum 
 

25 

9 -36 15 44 R Thalamus 
 

8 

36 -60 45 74 Inferior Parietal Lobule 40 22 

  
   

Superior Parietal Lobule 7 14 of 16 

  
   

Supramarginal Gyrus 39 1 of 9 

3 21 63 30 Superior Frontal Gyrus 6 9 of 21 
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Inattentive ADHD versus TDC 

 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

15 -57 -36 28 Cerebellum - Dentate   9 

  
   

Cerebellum - Declive 
 

5 

  
   

Cerebellum - Pyramis 
 

1 

  
   

Cerebellum - Culmen 
 

1 

  
   

Cerebellum - Nodule 
 

1 

-15 -48 -27 26 Cerebellum - Culmen 
 

14 

  
   

Cerebellum - Declive 
 

6 

  
   

Cerebellum - Dentate 
 

4 

33 -33 -18 29 Parahippocampal Gyrus 36 6  

  
   

Hippocampus 
 

5 

  
   

Caudate Tail 
 

1 

-6 -66 15 42 Precuneus 30, 31 16  

-27 -33 18 32 Insula 13 3 

  
   

Caudate Tail 
 

1 

45 6 39 32 Inferior Frontal Gyrus 6, 9 8 

Under-
Connections 

-42 -63 18 36 Middle Temporal Gyrus 21, 22, 39 13 

24 48 3 32 Middle Frontal Gyrus 10 12 

  
   

Superior Frontal Gyrus 10 3 

  
   

Inferior Frontal Gyrus 10 3 

  
   

Medial Frontal Gyrus 10 1 

21 -84 18 52 Cuneus 18, 19  12 

12 33 39 71 Medial Frontal Gyrus 6, 8, 9 44 

  
   

Superior Frontal Gyrus 8 22 

24 -18 54 41 Precentral Gyrus 4, 6 11 
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SI Figure 1.3. The anterior cingulate cortex-precuneus network was 1 of 12 RSNs resolved through 20-component 

Independent Component Analysis for the Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified 

as the anterior cingulate cortex-precuneus network. Colorbar represents t-scores from a 1-sample t-test. Areas of the brain that 

had significant differences in connectivity in the anterior cingulate cortex-precuneus network between children with ADHD 

and TDCs are shown for B. any ADHD diagnosis versus TDC connectivity C. combination subtype ADHD diagnosis versus 

TDC connectivity D. inattentive subtype ADHD diagnosis versus TDC connectivity. Colorbar represents t-scores from 2-

sample t-tests. 
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ACC-Precuneus Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.3. Significantly over- or under-connected brain areas in the anterior cingulate 

cortex-precuneus network. This table lists areas of the brain that were significantly 

different between ADHD and TDC groups in the Any ADHD versus TDC analysis, the 

Combination ADHD versus TDC analysis, and the Inattentive ADHD versus TDC 

analysis. The peak MNI coordinates of each cluster are given in columns 3-5, and the size 

of the cluster is given in column 6. 
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ACC-
Precuneus 
Network 

Any ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

-12 39 21 30 Medial Frontal Gyrus 9 9 

  
   

Anterior Cingulate 32 8 

51 -48 24 38 Inferior Parietal Lobule 40 12 

  
   

Supramarginal Gyrus 22 2 

-45 -45 24 36 Inferior Parietal Lobule 40 17 

48 15 30 28 Middle Frontal Gyrus 9 6 

  
   

Inferior Frontal Gyrus 46 2 

-39 -30 69 30 Postcentral Gyrus 3 7 

  
   

Precentral Gyrus 4 & 6 3 

-36 -51 69 27 Postcentral Gyrus 7 & 5 6 

Under-
Connections 

24 -48 -6 32 Parahippocampal Gyrus 19 4 

21 6 30 31 Cingulate Gyrus 24 2 

-27 -36 45 41 Inferior Parietal Lobule 40 5 

57 -54 42 27 Inferior Parietal Lobule 40 14 

-51 -57 48 31 Inferior Parietal Lobule 40 22 
Combination ADHD versus TDC 

 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 

Voxels 
in 

Area 

Over-
Connections 

48 -48 18 27 Inferior Parietal Lobule 40 3 

  
   

Supramarginal Gyrus 22 2 

  
   

Insula 13 2 

-60 -36 33 30 Inferior Parietal Lobule 40 19 

48 15 30 26 Middle Frontal Gyrus 9, 46 6 

  
   

Inferior Frontal Gyrus 46 2 

-6 -78 42 26 Precuneus 7 13 

-39 -27 63 62 Precentral Gyrus 4, 6 9 

  
   

Postcentral Gyrus 3 12 

Under-
Connections 

-36 -69 0 27 Middle Occipital Gyrus 19, 37 6 

-27 -36 45 51 Cingulate Gyrus 31 2 
Inattentive ADHD versus TDC 

 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

-12 39 -9 27 Medial Frontal Gyrus 10 6 

  
   

Anterior Cingulate 32 2 

18 -39 72 38 Postcentral Gyrus 2, 3, 5, 40 12 

  
   

Precentral Gyrus 4 3 

Under-
Connections 

-27 -27 -24 25 Cerebellum -Culmen   9 

  
   

Parahippocampal Gyrus 20, 35, 36 7 

18 -69 18 29 Cuneus 18 4 
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Precuneus 31 3 

-45 -27 36 50 Postcentral Gyrus 2 10 

  
   

Inferior Parietal Lobule 40 12 

  
   

Precentral Gyrus 3 1 

21 -69 39 29 Precuneus 7 1 

0 -42 39 26 Cingulate Gyrus 31 8 

  
   

Precuneus 7 2 
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SI Figure 1.4. The motor network was 1 of 12 RSNs resolved through 20-component Independent Component Analysis for the 

Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified as the motor network. Colorbar 

represents t-scores from a 1-sample t-test. Areas of the brain that had significant differences in connectivity in the motor 

network between children with ADHD and TDCs are shown for B. any ADHD diagnosis versus TDC connectivity C. 

combination subtype ADHD diagnosis versus TDC connectivity D. inattentive subtype ADHD diagnosis versus TDC 

connectivity. Colorbar represents t-scores from 2-sample t-tests. 
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Motor Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.4. Significantly over- or under-connected brain areas in the motor network. 

This table lists areas of the brain that were significantly different between ADHD and 

TDC groups in the Any ADHD versus TDC analysis, the Combination ADHD versus 

TDC analysis, and the Inattentive ADHD versus TDC analysis. The peak MNI 

coordinates of each cluster are given in columns 3-5, and the size of the cluster is given in 

column 6. 
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Motor 
Network 

Any ADHD versus TDC 

  X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

3 -39 -33 28 R Cerebellum 
 

15 

  
   

L Cerebellum 
 

2 

  
   

Pons 
 

11 

-18 -63 18 84 Precuneus 7, 31 15 

  
   

Cuneus 18 11 

Under-
Connections 

-30 -54 -27 77 L Cerebellum    72 

  
   

Parahippocampal Gyrus 36 1 

  
   

Fusiform Gyrus 30 2 

48 -18 60 54 Precentral Gyrus 4, 6 31 

  
   

Middle Frontal Gyrus 6 1 

  
   

Postcentral Gyrus 1, 3, 40 7 
 Combination ADHD versus TDC 

  

X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

-9 -72 18 35 Precuneus 31 5 of 13 

  
   

Cuneus 18 5 of 7 
 Inattentive ADHD versus TDC 

  
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

-6 -78 21 78 Precuneus 31 9 

  
   

Cuneus 18 7 

  
   

Posterior Cingulate 23 1 

-39 -15 51 25 Precentral Gyrus 4 15 

Under-
Connections 

36 -12 0 33 Insula 13 6 

  
   

Claustrum 
 

7 

18 -21 42 40 Cingulate Gyrus 24, 31 8 

42 -72 39 40 
Precuneus, Angular 
Gyrus 19, 39 25 

39 -21 66 52 Precentral Gyrus 4, 6 12 

        Postcentral Gyrus 1, 3 10 
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SI Figure 1.5. The supplementary motor network was 1 of 12 RSNs resolved through 20-component Independent Component 

Analysis for the Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified as the supplementary 

motor network. Colorbar represents t-scores from a 1-sample t-test. Areas of the brain that had significant differences in 

connectivity in the supplementary motor network between children with ADHD and TDCs are shown for B. any ADHD 

diagnosis versus TDC connectivity C. combination subtype ADHD diagnosis versus TDC connectivity D. inattentive subtype 

ADHD diagnosis versus TDC connectivity. Colorbar represents t-scores from 2-sample t-tests. 
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Supplementary Motor Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.5. Significantly over- or under-connected brain areas in the supplementary 

motor network. This table lists areas of the brain that were significantly different between 

ADHD and TDC groups in the Any ADHD versus TDC analysis, the Combination 

ADHD versus TDC analysis, and the Inattentive ADHD versus TDC analysis. The peak 

MNI coordinates of each cluster are given in columns 3-5, and the size of the cluster is 

given in column 6. 
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Supple- 
mentary 
Motor 

Network 

Any ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

-21 63 9 34 Superior Frontal Gyrus 10 22 

  
   

Middle Frontal Gyrus 10 11 

45 -18 33 102 Postcentral Gyrus 2 6 of 44 

  
   

Precentral Gyrus 6 4 of 34 

-42 12 24 29 Inferior Frontal Gyrus 9 3 of 5 

Under-
Connections 

18 21 12 80 R Putamen   19 

    
Caudate Head 

 
1 

-21 6 -3 30 L Putamen 
 

27 

-60 -48 9 44 
Superior Temporal 
Gyrus 21, 22 24 

    
Middle Temporal Gyrus 21,22 20 

 Combination ADHD versus TDC 

  X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

-21 63 9 62 Middle Frontal Gyrus 10 43 

  
   

Superior Frontal Gyrus 10 15 

  
   

Medial Frontal Gyrus 10 1 

45 -18 33 78 Postcentral Gyrus 2,3 3 

  
   

Precentral Gyrus 6 5 

Under-
Connections 

30 -54 -33 34 Cerebellum - Culmen   19 

  
   

Cerebellum - Tonsil 
 

3 

  
   

Cerebellum - Tuber 
 

1 

  
   

Cerebellum - Pyramis 
 

1 

3 54 -3 34 Medial Frontal Gyrus 10 9 

-60 -57 0 60 Middle Temp. Gyrus 21,22,37,39 47 

  
   

Superior Temp. Gyrus 21,22,37,39 13 

18 21 12 52 R Putamen 
 

1 
 Inattentive ADHD versus TDC 

  
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

51 -3 18 51 Inferior Frontal Gyrus 6, 44 2 

0 27 39 29 Anterior Cingulate 32 11 

    
Medial Frontal Gyrus 6,9 6 

Under-
Connections 

-24 6 -9 45 L Putamen   28 

69 -24 33 49 Precentral Gyrus 4, 6 21 

  
   

Postcentral Gyrus 1,2,3 5 

  
   

Inferior Parietal Lobule 40 2 

-24 -33 69 76 Postcentral Gyrus 2,3,5,40 16 

  
   

Precentral Gyrus 4 11 
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SI Figure 1.6. The visual network was 1 of 12 RSNs resolved through 20-component Independent Component Analysis for the 

Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified as the visual network. Colorbar 

represents t-scores from a 1-sample t-test. Areas of the brain that had significant differences in connectivity in the visual 

network between children with ADHD and TDCs are shown for B. any ADHD diagnosis versus TDC connectivity C. 

combination subtype ADHD diagnosis versus TDC connectivity D. inattentive subtype ADHD diagnosis versus TDC 

connectivity. Colorbar represents t-scores from 2-sample t-tests. 
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Visual Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.6. Significantly over- or under-connected brain areas in the visual network. 

This table lists areas of the brain that were significantly different between ADHD and 

TDC groups in the Any ADHD versus TDC analysis, the Combination ADHD versus 

TDC analysis, and the Inattentive ADHD versus TDC analysis. The peak MNI 

coordinates of each cluster are given in columns 3-5, and the size of the cluster is given in 

column 6. 
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Visual 
Network 

Any ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

27 3 6 77 R Putamen 
 

28 

  
   

Insula 13 1 

  
   

Claustrum 
 

4 

21 -81 0 74 Lingual Gyrus 17, 18 45 

  
   

Middle Occipital Gyrus 17, 18 10 

  
   

Cuneus 17, 18 4 

-42 -6 15 35 Insula 13 5 

27 18 36 99 Middle Frontal Gyrus 6,8,9  29 

  
   

Superior Frontal Gyrus 6,8,9 9 

  
   

Medial Frontal Gyrus 6,8,9 3 

-45 -57 51 43 Inferior Parietal Lobule 40 17 

  
   

Superior Parietal Lobule 7 3 

Under-
Connections 

3 -75 -12 28 R Cerebellum   24 

  
   

Lingual Gyrus 
 

3 

6 -57 -12 29 Cerebellum - Culmen 
 

28 

  
   

Cerebellum - Declive 
 

1 
Combination ADHD versus TDC 

 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

27 -48 -21 33 R Cerebellum 
 

17 

  
   

Fusiform Gyrus 19 2 

18 -63 -9 46 Lingual Gyrus 17,18,19 27 

  
   

Cuneus 17,18,19 17 

-39 -3 15 48 Insula 13 7 

  
   

Superior Temporal 
Gyrus 22 1 

  
   

Precentral Gyrus 44 1 

  
   

Claustrum 
 

1 

36 0 12 26 Insula 13 3 

  
   

R Putamen 
 

6 

  
   

Claustrum 
 

4 

27 12 45 118 Middle Frontal Gyrus 6,8,9 35 

  
   

Superior Frontal Gyrus 6,8,9 7 

  
   

Medial Frontal Gyrus 6,8,9 1 

-45 -57 51 33 Inferior Parietal Lobule 40 16 

Under-
Connections 

-9 -78 -15 30 Lingual Gyrus 18, 19 13 

  
   

Fusiform Gyrus 18, 19 2 

  
   

L Cerebellum 
 

1 
Inattentive ADHD versus TDC 
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 X Y Z 
Cluster 

Size Anatomical Area 
Brodmann 

Area 
Voxels 
in Area 

Over-
Connections 

0 -45 6 33 Posterior Cingulate 29 6 of 12 

  
   

L Cerebellum 
 

1 

3 39 0 32 Anterior Cingulate 32 
11 of 

26 

  
   

Medial Frontal Gyrus 10 1 

51 3 33 25 Inferior Frontal Gyrus 9 21 

  
   

Middle Frontal Gyrus 9 4 

Under-
Connections 

-6 -75 -15 25 L Cerebellum   12 

  
   

R Cerebellum 
 

8 

6 -54 -9 47 R Cerebellum 
 

38 

  
   

L Cerebellum 
 

9 

30 -87 36 31 Precuneus 19 13 

  
   

Cuneus 19 5 

15 -42 69 34 Postcentral Gyrus 3,5  5 of 30 
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SI Figure 1.7. The auditory network was 1 of 12 RSNs resolved through 20-component Independent Component Analysis for 

the Any ADHD versus TDC analysis. A. Resulting component of ICA analysis identified as the auditory network. Colorbar 

represents t-scores from a 1-sample t-test. Areas of the brain that had significant differences in connectivity in the auditory 

network between children with ADHD and TDCs are shown for B. any ADHD diagnosis versus TDC connectivity C. 

combination subtype ADHD diagnosis versus TDC connectivity D. inattentive subtype ADHD diagnosis versus TDC 

connectivity. Colorbar represents t-scores from 2-sample t-tests. 
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Auditory Network Any ADHD vs TDC Combination ADHD vs TDC Inattentive ADHD vs TDC 

A. B. C. D. 
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SI Table 1.7. Significantly over- or under-connected brain areas in the auditory network. 

This table lists areas of the brain that were significantly different between ADHD and 

TDC groups in the Any ADHD versus TDC analysis, the Combination ADHD versus 

TDC analysis, and the Inattentive ADHD versus TDC analysis. The peak MNI 

coordinates of each cluster are given in columns 3-5, and the size of the cluster is given in 

column 6. 
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Auditory 
Network 

Any ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections -6 -93 -3 35 Cuneus 17 13 

Under-
Connections 

-42 39 12 28 Inferior Frontal Gyrus 46 4 
  

   
Middle Frontal Gyrus 10 1 

-33 -36 9 25 Superior Temp. Gyrus 41 1 
42 -30 12 29 Transverse Temp. Gyrus 40, 41 20 
  

   
Superior Temp. Gyrus 40, 41 5 

57 -51 15 33 Superior Temp. Gyrus 22, 40 29 
  

   
Supramarginal Gyrus 22, 40 4 

45 -9 51 27 Precentral Gyrus 4, 6 9 
        Postcentral Gyrus 3 1 

Combination ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Under-
Connections 

-48 -36 12 26 Superior Temp. Gyrus 41 21 
  

   
Transverse Temp. Gyrus 41 5 

57 -51 15 48 Superior Temp. Gyrus 22, 42 12 
54 -9 57 27 Precentral Gyrus 4, 6 6 
  

   
Postcentral Gyrus 3 2 

Inattentive ADHD versus TDC 

 
X Y Z 

Cluster 
Size Anatomical Area 

Brodmann 
Area 

Voxels 
in Area 

Over-
Connections 

6 -66 -30 33 R Cerebellum   18 
  

   
L Cerebellum 

 
15 

-36 -90 18 50 Middle Occipital Gyrus 18, 19 40 
  

   
Superior Occip. Gyrus 18, 19 3 

33 21 12 27 Insula 13 7 
  

   
Inferior Frontal Gyrus 45 1 

-39 6 9 34 Insula 13 12 
  

   
Precentral Gyrus 44, 45 5 

  
   

Inferior Frontal Gyrus 44, 45 4 
45 -75 33 78 Precuneus 19, 39 29 
  

   
Angular Gyrus 19, 39 23 

  
   

Middle Temporal Gyrus 19, 39 12 
  

   
Superior Occip. Gyrus 19, 39 5 

-33 -81 39 32 Precuneus 19 17 
  

   
Cuneus 19 9 

66 -18 36 26 Postcentral Gyrus 1,3  7 
        Precentral Gyrus 4 6 
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CHAPTER II
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Introduction 
Attention Deficit/Hyperactivity Disorder (ADHD) is currently the most prevalent 

pediatric psychiatric disorder, estimated to affect up to 11% of American children and 

5.3% of children and adolescents world-wide (Polanczyk et al., 2007; Visser et al., 2014). 

It is diagnosed based on the presence of age-inappropriate symptoms of inattention, 

hyperactivity, or a combination of both (American Psychiatric Association, 2013). These 

symptoms may persist into young adulthood; hence children with ADHD are likely to 

suffer worse academic, social, and psychological outcomes than their typically 

developing peers (Biederman et al., 2006; Faraone et al., 2006; Huh et al., 2011; 

Mannuzza and R. G. Klein, 2000). Although a large body of research has focused on 

finding the underlying basis of ADHD (Cortese, 2012), to date the precise causative 

factor(s) of ADHD remain elusive. 

Neuroimaging techniques hold the potential to elucidate the neural underpinnings 

of many psychiatric disorders and may represent a possible future diagnostic aid for those 

disorders, including ADHD (Freilich and W. D. Gaillard, 2010; Sava and D. A. 

Yurgelun-Todd, 2008). Specifically, in recent years there has been an interest in utilizing 

resting-state functional connectivity (rs-FC) to better understand the functional deficits 

that underlie ADHD. rs-FC measures are based on blood oxygenation level-dependent 

(BOLD) signal, acquired during a resting state functional magnetic resonance imaging 

(rs-fMRI) scan: different regions of the brain with synchronous BOLD signal are thought 

to be functionally connected, reflecting the Hebbian tenant that “cells that fire together, 

wire together” (Hebb, 1949). Sets of different brain areas that consistently co-activate 
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during ‘rest’ are known as resting state networks (RSNs) (Allen et al., 2011; Damoiseaux 

et al., 2006; De Luca et al., 2006; van den Heuvel and H. E. Hulshoff Pol, 2010). One 

example of an RSN is the Default Mode Network (DMN), which is comprised of the 

medial prefrontal cortex/anterior cingulate cortex, the posterior cingulate 

cortex/precuneus, and the inferior parietal lobules (Allen et al., 2011; Biswal et al., 1995; 

Damoiseaux et al., 2006; Raichle et al., 2001; van den Heuvel and H. E. Hulshoff Pol, 

2010). The DMN has been consistently found across multiple studies done with 

participants at ‘rest’, and is speculated not to be related to any externally-driven mental 

processes but rather to be involved in daydreaming and introspection. Previous studies 

using rs-FC measures have shown differences between ADHD and healthy participants, 

most notably within DMN (Castellanos et al., 2008; Liston et al., 2011; Qiu et al., 2011; 

Uddin et al., 2008; Wang et al., 2009).  

RSNs can be identified several different ways; one of these is through the data-

driven approach of independent component analysis (ICA) (Beckmann et al., 2005; 

Calhoun et al., 2001; Hyvärinen and Erkki Oja, 2000; McKeown and Terrence J. 

Sejnowski, 1998). In performing ICA, resting state BOLD signal data is parceled into 

multiple spatially independent components, each of which can be described by both a set 

of brain regions and a waveform characterizing the BOLD signal fluctuation in these 

areas (Calhoun et al., 2009). In other words, if x is acquired rs-FC data (BOLD signal at 

each time point within each brain area, or voxel, signal was acquired from), c represents 

spatially independent, underlying signals, namely components (i.e., spatial maps of 

temporally coherent areas), and A is the mixing matrix, then x can be represented as: 
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     (2.1) 

Since all brain regions within a given component spatial map share a similar 

BOLD time course, they are thought to be connected; thus components can be seen as 

representing putative RSNs. This methodology can be applied to sets of data (Group 

ICA) such that independent components within resting state data acquired from a group 

of participants can be identified (Calhoun et al., 2001; Calhoun et al., 2009). The result of 

Group ICA is a set of spatial maps that describe each component’s location for the entire 

group; subject-level component maps can then be found through back-reconstruction, 

where the information from the group map and components is used to predict individual 

spatial maps and time courses. 

Univariate testing has traditionally been used to compare resting state measures 

(including those that result from ICA analysis) across two groups of subjects, for 

example, ADHD versus typically developing controls (TDC). Specifically, voxel-wise 

comparisons are made throughout the brain to understand how measures of connectivity 

at each point in the brain differ between the ADHD versus TDC samples. While useful in 

understanding the neurobiological underpinnings of ADHD, these methods do not take 

into account patterns of activity across voxels over time, and cannot make subject-level 

predictions. More recently, machine learning (Mitchell, 1997) techniques have been 

applied to rs-FC data in the pursuit of finding a subject-level diagnostic aid for various 

psychiatric disorders, including ADHD (Brown et al., 2012; Cheng et al., 2012; Colby et 

al., 2012; Dai et al., 2012; Eloyan et al., 2012). One implementation of machine learning 

is through Support Vector Machine (SVM) classification: an SVM algorithm is ‘trained’ 



108 

 

using labeled examples from each class (e.g., ADHD or TDC) to determine a hyperplane 

that linearly separates the two classes while maintaining the maximum distance from the 

closest, i.e. most similar, training examples (Cortes and Vladimir Vapnik, 1995). In other 

words, the SVM is trained to classify sets of observations with known outcomes, with the 

ultimate goal of predicting unknown outcomes using a separate set of input observations.  

The goal of the present study is to determine the utility of RSNs, determined 

through ICA, in accurately discriminating between ADHD and TDC. To investigate this, 

we applied a SVM algorithm to the landmark ADHD-200 dataset, a publicly-available 

database of almost 1000 rs-fMRI and structural data acquisitions from both participants 

with and without ADHD. We hypothesized that the RSNs that would be most useful in 

discriminating ADHD from TDC participants would be the DMN, as well as networks 

that included areas of the frontal lobe (such as executive control and salience networks).  

Materials and Methods 
Data Sets: The data used for this analysis consists of a subset of the 973 rs-fMRI data 

acquisitions that comprise the ADHD-200 dataset. These 973 scans were pooled from 8 

different sites, namely: Peking University (Peking), Bradley Hospital/Brown University 

(Brown), Kennedy Krieger Institute (KKI), NeuroIMAGE, New York University Child 

Study Center (NYU), Oregon Health and Science University (OHSU), University of 

Pittsburgh (Pittsburgh), and Washington University in St. Louis (WashU) 

(http://fcon_1000.projects.nitrc.org/indi/adhd200/; (Milham et al., 2012). The ADHD-200 

dataset was originally split into a globally-released training set (776 scans) and a 

withheld test set (197 scans); here only data from the original training set is used, which 

http://fcon_1000.projects.nitrc.org/indi/adhd200/
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contained information about participants’ age, gender, handedness, and IQ scores in 

addition to neuroimaging data. Of the 776 rs-fMRI scans available in the original training 

set, not all were deemed suitable for use in this analysis. All rs-fMRI scans that did not 

pass the quality control measure provided on the ADHD-200 website were excluded. An 

additional 8 scans were excluded as they were determined to have low signal quality, as 

screened by eye. We also excluded any scans that failed the pre-processing procedure. 

After these exclusions, only 12 left-handed participants remained; they were not included 

in the analysis. Overall, out of the original 776 participants’ data, a total of 139 

participants were excluded, leaving 637 rs-fMRI data acquisitions for the analysis.  

In preparation for the 10-fold cross-validation procedure described below, these 

637 scans were randomly divided into 10 groups of 63 scans each, leaving 7 extra scans 

that were not further included. Thus a total of 630 scans were used in this analysis (220 

from participants diagnosed with ADHD and 410 from TDC). The number of participants 

from each site along with the acquisition parameters used at those sites is listed in Table 

2.1. Briefly, sites used Siemens and Philips systems. TR values ranged from 1500-2500 

msec and TE values from 15-40 msec, and most sites used a flip angle of 90°. The field 

of view ranged from 200-256 mm with the number of slices acquired ranging from 29 to 

47; slice thickness varied from 3.0 to 4.5 mm. Most sites instructed participants to keep 

their eyes open and to fixate on a center cross during resting state acquisition. 
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Table 2.1. Image acquisition parameters. This table contains information about how each rs-fMRI scan was performed at each 

of the ADHD-200 sites. How many participants from each site were included in this analysis can be seen in column 2. 
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Table 2.1. Image Acquisition Parameters 

Site 
Number of 

Participants 

Magnet 
Field 

Strength 
(Tesla) MRI System 

TR 
(msec) 

TE 
(msec) 

Flip 
Angle 

Field of 
View 
(mm) 

Number 
of Slices 

Slice 
Thickness 

(mm) 

Eyes 
Open or 
Closed 

Peking 
84 
42 3.0 T 

Siemens 
Magnetom Trio, 
A Tim 

2000 30 90° 200 
33 
30 

3.5 
4.5 Open or 

Closed 
KKI 74 3.0 T Philips 2500 30 75° 256 47 3.0  Open 

NeuroIMAGE 4 1.5 T 
Siemens 
Magnetom 
Avanto 

1960 40 80° 224 35 3.0 Closed 

NYU 215 3.0 T 
Siemens 
Magnetom 
Allegra 

2000 15 90° 240 33 4.0 Closed 

OHSU 78 3.0 T 
Siemens 
Magnetom Trio, 
A Tim 

2500 30 90° 240 36 3.8 Open 

Pittsburgh 79 3.0 T 
Siemens 
Magnetom Trio, 
A Tim 

1500 29 70° 200 29 4.0 Open 

WashU 54 3.0 T 
Siemens 
Magnetom Trio, 
A Tim 

2500 27 90° 256 32 4.0 Open 

Peking: Peking University; KKI: Kennedy Krieger Institute;  MRI: magnetic resonance imaging; NYU: New York University Child 
Study Center; OHSU: Oregon Health and Science University; Pittsburgh: University of Pittsburgh; TE: echo time; TR: repetition 
time; WashU: Washington University in St. Louis 
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Data Preprocessing and Preparation: All 630 rs-fMRI scans were preprocessed using the 

Data Processing Assistant for Resting-State fMRI (DPARSFA, http://www.restfmri.net) 

(Song et al., 2011). DPARSFA is plug-in software that works with SPM8 (Statistical 

Parameter Mapping– Welcome Department of Imaging Neuroscience, London, UK; 

(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) and the Resting-State fMRI Data 

Analysis toolkit (REST). As a first step of preprocessing, first 10 time points were 

removed from all scans. Then images were corrected for slice acquisition time 

differences, realigned for motion correction, normalized to the MNI EPI template (voxel 

size 3X3X3), spatially smoothened with a 4 mm FWHM kernel, detrended and 

temporally band-pass filtered to 0.01-0.08 Hz (Deligiannidis et al., 2013). 

The resulting pre-processed 630 scans were randomly divided into 10 groups of 

63, following a 10-fold cross-validation (CV) strategy (Ambroise and Geoffrey J. 

McLachlan, 2002; Kohavi, 1995). For 10-fold CV, 9 folds of the data are used to select 

features (i.e., rs-fMRI data from different brain networks) and then train a classifier (here, 

a SVM) to separate examples (i.e., participants) into different classes (i.e., ADHD or 

TDC). After training, the classifier is tested on the remaining, withheld 1 fold of the data 

so that an unbiased estimate of the classifier’s accuracy can be obtained. The 9 folds of 

the data used to train the classifier are collectively referred to as the training set and the 

withheld 1 fold is referred to as the test set. After this first iteration of training and 

testing, this process is repeated 9 more times, such that each fold serves as the test set for 

1 iteration, and so that 10 un-biased estimates of the classifier’s accuracy are attained. 

Therefore, the following steps (ICA, Feature Selection, and Classifier Implementation) 

http://www.restfmri.net/
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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were repeated a total of 10 times (10 iterations); in the following sections the method is 

described for the first iteration only.  

Independent Component Analysis (ICA): Group ICA was performed using the Group 

ICA of fMRI (GIFT) toolbox (http://mialab.mrn.org/software/). Group ICA was done 

separately on the test set and training set using 20 components for each set. The number 

of components used for ICA implementation must be specified by the investigator; here 

ICA was repeated with 15, 20, 25, and 30 components to determine which results 

produced the best match to RSNs previously found in children ages 9-15 years old 

(Thomason et al., 2011). Spatial correlations between the results of the 15-, 20-, 25-, or 

30- component analyses and templates of these previously determined networks were 

used to conclude that 20 components yielded the best match. This also allowed us to 

identify which components represented RSNs, and which did not. 

ICA was performed 20 times in total (for the training and the test sets separately 

within each of 10 iterations) generally following the method of Calhoun et al (Calhoun et 

al., 2001; Calhoun et al., 2009). For each ICA, standard subject-specific Principle 

Component Analysis (PCA) was done to reduce the dimensionality of each individual’s 

data (Calhoun et al., 2009). The individual PCA results were then concatenated across 

participants (for a total of 567 participants in each training set and 63 participants in each 

test set) and a 2nd, group-level PCA was performed. These within-participant and across-

participants data reduction steps are done primarily to ease the computational burden of 

working with high-dimensional rs-fMRI data. The resulting compressed data was then 

used as input for the algorithm that simultaneously determined the mixing matrix (A in 

http://mialab.mrn.org/software/
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equation (2.1) above) and the independent components (c in equation (2.1) above). Here, 

the INFOmax algorithm was employed to obtain maximally spatially independent group-

level components (Bell and Terrence J. Sejnowski, 1995). The dual-regression method 

(available as part of the GIFT toolbox) was then used to predict each individual’s 

component time courses and maps (Filippini et al., 2009; Zuo et al., 2010).  

Component Matching: As group ICA was performed separately on the training and test 

sets for each of 10 iterations, and the order of the resulting components is not consistent 

across ICA implementations, it was necessary to “match” the components of the test 

group to the components of the training group within an iteration, as well as across 

iterations. Here, the resulting group-level components from each iteration’s test set were 

matched to the corresponding group-level components of that iteration’s training set 

using spatial correlation measures. Group-level components from the training sets were 

also matched between iterations by spatial correlation to allow for comparison across all 

10 iterations. 

Feature Selection: After group ICA implementation and component matching, each 

participant’s rs-fMRI data was represented as a set of 20 components within each of the 

10 iterations; each component could be visualized as a spatial map detailing component 

coherence at each of about 54,000 brain areas. While all of these areas could be used to 

train and then to test a classifier, the relatively high dimensionality of the component data 

(about 54,000 data points per component) compared to the number of participants (n = 

630) meant that this would most likely lead to over-fitting. That is, instead of learning the 

broad patterns within components that could differentiate between participants with and 
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without ADHD even outside the training set, the classifier would fit to differences 

specific to the given training set and would be unable to generalize to outside examples. 

It was therefore necessary to reduce the number of data points, or features, which would 

be used to train the classifier. To this end, a feature selection algorithm was implemented 

to determine what subset of data points (brain areas) should be used to train the classifier. 

Here, feature selection for each component was done using the Fisher Score algorithm 

available through the Arizona State University Feature Selection website 

(http://featureselection.asu.edu/software.php):  

 

    (2.2) 

 

where  and  represent the number of participants, the mean of the 

feature in question’s values, and the variance of that feature’s values for the given class, 

i.e. TDC or ADHD.   is the mean of all values for the feature in question, i.e. including 

both TDC and ADHD participants. Note that feature selection was done using only data 

from the training set, and not the test set, so that features used to train the classifier would 

not bias its ultimate application to the test set (Ambroise and Geoffrey J. McLachlan, 

2002). The feature selection algorithm provided a ranking of how relevant each feature 

was in determining class. In order to decide how many of the highest-ranked features 

would be needed to achieve high classification accuracy, the classifier was trained 

multiple times using an increasing number of features. The top 10 features were used 

initially; the number of features was then increased in increments of 10 up to a maximum 

http://featureselection.asu.edu/software.php
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of 900. Classifier performance on the test set using each number of features was used to 

decide what feature number was best; this was done separately for each of the 20 

components found through ICA and throughout each of 10 iterations. 

Classifier Implementation: LIBSVM (version 3.16, 

http://www.csie.ntu.edu.tw/~cjlin/libsvm/) was used in conjunction with Matlab to 

implement the SVMs. Both a linear and a radial basis function (RBF) kernel were 

employed for 3 out of the 10 iterations; the RBF kernel consistently yielded higher 

classification accuracy in the test set. Therefore, the analysis was performed using the 

RBF kernel, which is useful when the distinction between two classes is nonlinear, as it 

maps input feature vectors nonlinearly into higher dimensional space. Given feature 

vectors and , the RBF kernel is defined as: 

 

    (2.3) 

 

where  > 0 and is inversely proportional to the width of the kernel. Both the  -

parameter and C-parameter (a parameter used during SVM implementation which allows 

for less than perfect separation of the two classes when training the SVM) were 

optimized through automatic grid searching and standard fivefold cross validation 

available in LIBSVM.  Once the optimal - and C-parameters, along with the best 

number of features to use (described above), were determined, the SVM was trained with 

9 folds of the data (training set) and tested on the remaining 1 fold (test set).  

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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The entire process (ICA, Feature Selection, and Classifier Implementation) was 

then repeated 9 more times using a different fold for the test set each time, for each of 20 

components, for a total of 10 training and testing iterations. 

After all 10 iterations were completed the average accuracy, sensitivity, 

specificity, positive predictive value (PPV) and negative predictive value (NPV) for each 

of the 20 components across all iterations were calculated for the SVM’s performance on 

the test group. Accuracy was calculated as simply the number of correct diagnoses made 

by the SVM (either ADHD or TDC) over the total number of subjects in the test group, 

multiplied by 100. The sensitivity was calculated as a ratio of how many participants the 

SVM found that truly had ADHD (true positives, TP) out of the total number of 

participants who truly had ADHD (the ones the SVM found - TPs - and the ones the 

SVM didn’t find - false negatives - FNs) in the test group, multiplied by 100, or: 

 

  (2.4) 

 

The specificity was calculated as a ratio of how many participants the SVM found that 

truly did NOT have ADHD (true negatives - TNs) out of the total number of participants 

who truly did NOT have ADHD (the ones the SVM found - TNs - and the ones the SVM 

didn’t find, i.e. false positives - FPs) in the test group, multiplied by 100, or: 

 

     (2.5) 
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The PPV was calculated as a ratio of how many participants the SVM found that truly 

had ADHD (true positives, TPs) out of the total number of participants the SVM found to 

have ADHD (the ones that truly had ADHD - TPs - and the ones that did NOT truly have 

ADHD - FPs) in the test group, multiplied by 100, or: 

 

     (2.6) 

 

The NPV was calculated as a ratio of how many participants the SVM found that truly 

did NOT have ADHD (true negatives, TNs) out of the total number of participants the 

SVM found to NOT have ADHD (the ones that truly did NOT have ADHD - TNs - and 

the ones that actually had ADHD – false negatives, FNs) in the test group, multiplied by 

100, or: 

 

     (2.7) 

 

Results 
Participants: The average age of participants who were reported to have ADHD and TDC 

participants were 11 ± 2.7 years and 12 ± 3.2 years, respectively. Participant IQ also 

differed across the two groups: ADHD patients and TDC had average IQ of 106 ± 13.8 

and 113 ± 13.2, respectively. There were a significantly higher percentage of males 

among ADHD patients: 76% males in comparison to 50% males in the TDC group. 
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However, age, IQ, and percent male subjects were similar across all 10 subdivisions of 

the data used for the 10-fold cross validation. No left-handed participants were included 

in this analysis. 

Independent Component Analysis (ICA): Group ICA was performed a total of 20 times 

(for the training and the test sets in each of 10 iterations). For each ICA, 20 components 

were used to resolve the RSNs, but not all components ultimately matched to pediatric 

resting state network templates (Thomason et al., 2011). Figure 2.1 shows four examples 

out of the 20 components generated for the training set in the first iteration. These 

examples were found to either match the template of an RSN or to represent noise; 

namely the left executive network (component 1, Figure 2.1A), the salience network 

(component 5, Figure 2.1B), a noise component (component 7, Figure 2.1C) and the 

DMN (component 13, Figure 2.1D).The left executive network, salience network, and 

DMN are shown because we predicted they would yield the highest classification 

accuracy; the noise component is shown because it was ultimately the most sensitive 

component for the discrimination of participants with ADHD. Other components that 

were found to match the previously-published RSN templates (Thomason et al., 2011) 

were the right executive network (component 2), the supplementary motor network 

(component 3), the parietal association network (component 6), the visual network 

(component 10), a posterior default mode network (component 14), the motor network 

(component 15),an inferior frontal gyrus/middle temporal network (component 18), an 

anterior cingulate/precuneus network (component 19), and the auditory network  

(component 20). The remaining 8 components did not match the RSN templates used.  
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Figure 2.1. Four examples of the group components found through ICA using the 

training set from iteration 1. Colorbar represents T-scores. The component that best 

matched A. the left executive network, B. the salience network, and C. a noise 

component not matched to the RSN templates. D. The component that best matched the 

DMN. 
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Component Matching: Since group ICA was done on the training and test sets separately, 

it was necessary to match components across the two groups. Similarly, component 

matching was required across iterations in order to determine the average accuracy of the 

classifier for each RSN. For matching across iterations, only the training components 

from the first iteration were used as templates. The training components within each 

iteration were then used as templates to match test components. In both these cases, 

component matching was done using spatial correlation, and the pair that had the highest 

correlation was considered to be a match. Table 2.2 reports the average for all 10 

iterations’ spatial correlation value for matching test-to-training set components and the 

average training-to-training set correlation for each component across iteration. The 

highest test-to-training set correlation was 0.926 for the visual network (component 10), 

and the highest training-to-training set correlation across iterations was 0.995 for the 

posterior default mode network (component 14).  

Feature Selection: Feature number selection for four sample components can be seen in 

Figure 2.2. To determine the optimal feature number for each component, the SVM was 

trained 90 times: the first with 10 features, then with 10-feature increment increases up to 

900 features. This was done for each training set of the 10 iterations and the 

corresponding test set accuracy for each feature number increment across 10 iterations 

was then determined. The number of features that yielded the highest average test set 

accuracy over all 10 iterations was then chosen as the best fit for number of features. 

Classifier Findings: The accuracy, sensitivity, specificity, PPV and NPV for each  
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Table 2.2. Average spatial correlations for matching components within and across 10 

iterations. This table shows the average correlations for comparing the training set resting 

state networks (components) to the test set resting state networks (components) (column 

2) and correlations for comparing training set resting state networks (components) across 

iterations (column 3). 
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Table 2.2. Average Spatial Correlations for Matching Components Within and Across 10 
Iterations 

RSN  
(Component Number) 

Test-to-Training Sets 
Correlation 

± Standard Deviation (n=10) 

Training-to-Training  Sets 
Correlation 

± Standard Deviation (n=9) 
Left executive (1) 0.770 ± 0.082 0.930 ± 0.088 

Right executive (2) 0.829 ± 0.062 0.976 ± 0.013 

Supplementary motor (3) 0.795 ± 0.037 0.982 ± 0.013 

(4) 0.534 ± 0.041 0.955 ± 0.022 

Salience (5) 0.459 ± 0.166 0.898 ± 0.082 

Parietal association (6) 0.872 ± 0.019 0.989 ± 0.006 

(7) 0.465 ± 0.244 0.543 ± 0.398 

(8) 0.815 ± 0.060 0.985 ± 0.009 

(9) 0.402 ± 0.247 0.689 ± 0.444 

Visual (10) 0.926 ± 0.026 0.983 ± 0.008 

(11) 0.692 ± 0.060 0.911 ± 0.065 

(12) 0.468 ± 0.251 0.530 ± 0.354 

DMN (13) 0.414 ± 0.217 0.983 ± 0.007 

Posterior DMN (14) 0.916 ± 0.009 0.995 ± 0.002 

Motor (15) 0.872 ± 0.020 0.986 ± 0.006 

(16) 0.718 ± 0.112 0.910 ± 0.067 

(17) 0.813 ± 0.057 0.974 ± 0.021 

IFG/middle temporal (18) 0.689 ± 0.094 0.934 ± 0.064 

AC/precuneus (19) 0.760 ± 0.122 0.896 ± 0.124 

Auditory (20) 0.609 ± 0.221 0.784 ± 0.275 
AC: anterior cingulate; DMN: default mode network; IFG: inferior frontal gyrus; RSN: resting 
state network 
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Figure 2.2. Four examples of the average training and test sets’ accuracy across all 10 

iterations for each number of features (10 to 900 in increments of 10) used in the SVM. 

Component 1 is the left executive network, component 5 is the salience network, 

component 7 is noise, and component 13 is the DMN. The number of features that 

yielded the highest average accuracy in the test group was taken as the best number of 

features to use for SVM implementation. 
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component averaged across all 10 iterations can be seen in Table 2.3. The IFG-middle 

temporal network (component 18) was the most accurate at predicting ADHD status 

(66.8% accuracy) while the auditory network (component 20) had the lowest accuracy at 

59.5%. A noise component (component 7) had both the highest sensitivity and NPV at 

39.7% and 69.6%, respectively. By contrast, the left executive network (component 1) 

had the lowest sensitivity at 15.4% and the auditory network (component 20) had the 

lowest NPV at 63.0%. Finally, the parietal association network (component 6) had both 

the highest specificity and PPV at 86.6% and 48.5%, respectively, while the visual 

network (component 10) had the lowest specificity at 65.3% and the salience network 

(component 5) had the lowest PPV at 20.6%.  

Discussion 
This study focused on the usefulness of different resting state networks (RSNs), 

identified using Independent Component Analysis (ICA), in classifying participants as 

ADHD or TDC. A large number of the publicly-available rs-fMRI acquisitions from 

ADHD-200 dataset were employed in this work, which allowed for the implementation 

of methods that could prove challenging or yield unreliable results when applied to 

smaller datasets. Here, a machine learning technique known as a SVM was used to 

classify participants as ADHD or TDC based on the integrity of their RSNs. Two of the 

RSNs that were expected to be most predictive of diagnostic status –the left executive 

network and the salience network – were found to be among the least helpful during 

classification. In addition, the independent components identified as representing the 

DMN were not particularly accurate in identifying participants in ADHD; this was  
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Table 2.3. Average accuracy, sensitivity, specificity, PPV, and NPV across all 10 

iterations’ test sets for each component. This table shows several metrics used to evaluate 

how well the SVM performed in classifying ADHD versus TDC participants. In all 

columns, a higher percentage equates to better classifier performance. 
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Table 2.3. Average Accuracy, Sensitivity, Specificity, PPV, and NPV across All 10 
Iterations’ Test Sets for Each Component. 
RSN  
(Component 
Number) 

Test Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) PPV (%) NPV (%) 

Left executive 
(1) 64.8 15.4 86.5 31.8 65.7 

Right executive 
(2) 63.3 26.7 77.7 40.1 66.4 

Supplementary 
motor (3) 61.6 27.0 80.3 44.0 67.3 

(4) 64.1 28.7 75.6 39.1 66.3 

Salience (5) 61.7 28.6 71.8 20.6 65.5 
Parietal 
association (6) 64.4 24.9 86.6 48.5 68.4 

(7) 64.4 39.7 73.0 45.4 69.6 

(8) 61.4 23.8 78.6 34.8 65.8 

(9) 64.3 22.0 79.8 42.5 65.7 

Visual (10) 62.9 32.2 65.3 26.6 64.4 

(11) 65.2 29.5 74.2 39.2 66.3 

(12) 64.8 27.7 73.8 31.4 65.5 

DMN (13) 63.0 29.6 74.6 38.9 66.1 
Posterior DMN 
(14) 61.6 30.1 74.9 40.0 66.8 

Motor (15) 65.2 37.5 68.5 35.9 67.3 

(16) 61.6 28.6 74.0 38.0 66.0 

(17) 63.3 23.8 80.7 30.8 66.8 
IFG/middle 
temporal (18) 66.8 32.8 76.8 43.5 68.1 

AC/precuneus 
(19) 64.6 26.4 75.5 38.9 65.5 

Auditory (20) 59.5 26.8 67.1 23.7 63.0 
AC: anterior cingulate; DMN: default mode network; IFG: inferior frontal gyrus; NPV: 
negative predictive value; PPV: positive predictive value; RSN: resting state network 
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inconsistent with our hypothesis that this network would be among the most accurate. By 

contrast, the components identified as the IFG-middle-temporal network and the parietal 

association network were among the most useful RSNs for participant classification. 

Finally, component 7 (which was identified by eye as physiological noise) yielded the 

highest sensitivity in classifying ADHD participants. 

The IFG-middle-temporal network, as the name implies, includes portions of the 

inferior frontal gyri (IFG) and middle temporal gyri. As the IFG have been implicated in 

ADHD using both structural (DTI) and functional (task-based and rs-fMRI) measures, it 

is reasonable that a network including these areas could be useful in predicting ADHD 

diagnosis (Liston et al., 2011). Similarly, the parietal association network is comprised of 

large portions of the parietal cortices. The relationship between parietal cortex function 

and ADHD has been less explored; however, at least one report has found aberrant 

parietal cortex activation in adolescents with ADHD (Tamm et al., 2006). It is therefore 

understandable that while neither the IFG-middle-temporal network nor the parietal 

association network has been implicated in ADHD to the same degree as the DMN, they 

are both of use in predicting the presence of ADHD. 

The most unexpected result of our investigation was that component 7, which we 

identified as physiological noise, yielded the highest sensitivity when used to classify 

ADHD participants. We speculate that this component primarily reflects signal(s) 

originating from the cardiac cycle, as the spatial location of this component (shown in 

Figure 2.1C) includes areas that have previously been shown to display significant 

cardiac-induced signal changes (Dagli et al., 1999). Moreover, a large body of literature 
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exists linking heart rate variability (HRV, the variation in the amount of time between 

consecutive heart beats) to mental effort allocated to a given task (Jorna, 1992), and 

several studies have explored HRV in youth with ADHD (Börger et al., 1999; Börger and 

Jaap van der Meere, 2000). While increased mental effort on a task normally leads to a 

decrease in HRV, these studies found that ADHD children showed increased HRV 

compared to TDCs (Börger et al., 1999; Börger and Jaap van der Meere, 2000; Jorna, 

1992). Differences in heart rate (tachycardia) and measures of HRV have also been found 

in children with ADHD compared to control children at rest (Buchhorn et al., 2012; 

Tonhajzerova et al., 2009). It is therefore possible that these reported heart rate-related 

differences between ADHD and TDC youth underlie the ability of component 7 

(physiological noise potentially driven by the cardiac cycle) to classify ADHD 

participants in the present study. 

Previous work with the ADHD-200 dataset has involved a range of different 

classification approaches, including SVMs with different kernels (linear, quadratic, cubic, 

and RBF), multi-kernel learning, gradient boosting, adaptive boosting (AdaBoost), 

random forests, and C4.5 decision trees (Brown et al., 2012; Cheng et al., 2012; Colby et 

al., 2012; Dai et al., 2012; Eloyan et al., 2012). These different implementations of 

machine learning were used in combination with diverse feature selection methods, 

ultimately yielding classification accuracies ranging from 55% to 78% (Brown et al., 

2012; Cheng et al., 2012; Colby et al., 2012; Dai et al., 2012; Eloyan et al., 2012). In the 

present work, classification accuracy varied from 59.5% to 66.8%, depending on the 

component used. While our results are therefore comparable to previous findings, our 
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method did not result in substantial improvements to current classification accuracy. With 

respect to methodology, our approach was similar to that of Brown et al (Brown et al., 

2012). However, in our approach we examined each RSN/component individually, 

whereas they examined only the DMN individually, and then used a combination of 

information from all 20 components as another measure.  

While we found that certain RSNs yielded better classification metrics (accuracy, 

sensitivity, specificity, PPV, and NPV) than others, even the highest sensitivity (39.7%, 

component 7/physiological noise) and specificity (86.6%, parietal association network) 

we achieved are too low for this method to be advanced as a stand-alone diagnostic test. 

This is perhaps unsurprising, as the validity of the participant classification was based on 

ADHD status determined using clinical evaluation and/or behavioral measures, which 

can be unintentionally subjective (Parens and J. Johnston, 2009). We also did not 

consider the effect of gender in our analysis, which may have affected the SVM’s ability 

to accurately distinguish ADHD children from TDC. Several studies have shown that 

boys diagnosed with ADHD are more likely to exhibit hyperactive/impulsive symptoms 

than girls, while girls are more likely to experience inattentive symptoms (Biederman et 

al., 2002; Gershon and Jonathan Gershon, 2002; Hinshaw et al., 2006; Quinn, 2008). This 

gender-driven dissimilarity in ADHD expression may imply deficits in different RSNs 

between boys and girls, such that when they are considered as a single group (as done in 

this analysis) the difference between ADHD and TDC groups is attenuated.  

The fundamental challenge in accurately and objectively diagnosing ADHD stems 

from the inherent heterogeneity of the disorder: the label “ADHD” refers to a set of 
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symptoms that reflect multiple independent underlying deficits that may vary from 

patient to patient (Fair et al., 2012). While neuroimaging markers clearly hold some value 

in aiding ADHD diagnoses, our findings suggest that resting state fMRI data alone is not 

sufficient to distinguish “ADHD” (Brown et al., 2012; Cheng et al., 2012; Colby et al., 

2012; Dai et al., 2012; Eloyan et al., 2012). Future research studies may focus on 

investigating the predictive power of RSNs in detecting subgroups of ADHD, following 

the Research Domain Criteria (RDoC) approach laid out by the NIMH (Fair et al., 2012; 

Insel et al., 2010; Oldehinkel et al., 2013). In this regard, the RDoC construct of cognitive 

control (which includes assessments of impulsivity and distractibility) may prove 

particularly useful in subdividing “ADHD,” providing a basis for the comparison of RSN 

integrity within and across subgroups.
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Introduction 
Attention Deficit/Hyperactivity Disorder (ADHD) is a childhood psychiatric 

disorder reported to affect up to 11% of children aged 4-17 years old in the US (Visser et 

al., 2014) and 5.3% of children and adolescents world-wide (Polanczyk et al., 2007). It is 

characterized by symptoms of inattention, such as difficulty attending to details, and/or 

hyperactivity and impulsivity, such as the inability to sit still when the situation demands 

it or to stop fidgeting (American Psychiatric Association, 2013). Based on the type of 

symptoms experienced, patients may be categorized into one of the three clinically-

recognized subtypes of ADHD: inattentive subtype (primarily inattentive symptoms), 

hyperactive subtype (primarily hyperactive/impulsive symptoms), or combination 

subtype (both inattentive and hyperactive/impulsive symptoms) (American Psychiatric 

Association, 2013). Of these subtypes, combination has been found to be most common 

(~60% of diagnoses), followed by inattentive (~26% of diagnoses) (Biederman et al., 

2005). The hyperactive subtype is least common (Biederman et al., 2005). Studies have 

shown that ADHD is more prevalent among boys than girls (3:1 in population-based 

studies); however, this may be due to referral bias underpinned by gender differences in 

expression of the disorder (Biederman et al., 2005; Gaub and Caryn L. Carlson, 1997). 

Boys with ADHD are more likely to exhibit hyperactive and disruptive symptoms than 

girls, leading to their referral and eventual diagnosis; girls, on the other hand, experience 

more inattentive symptoms than boys, and may be overlooked (Biederman et al., 2002; 

Biederman et al., 2005; Gaub and Caryn L. Carlson, 1997; Hinshaw et al., 2006; Quinn, 

2008). 
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While considerable effort has gone into investigating the underlying cause(s) of 

ADHD, to date none of the resulting research has been translated into the clinical arena 

(Cortese, 2012). Currently, ADHD is diagnosed by health care professionals based 

largely on parent and/or teacher reports of a child’s symptoms (Parens and J. Johnston, 

2009). Attempts to find a universal, intrinsic marker of ADHD to supplement behavioral 

measures have met with limited success due to the inherent heterogeneity of ADHD 

(Dias et al., 2013). That is, two patients diagnosed with ADHD may not have the same 

subtype of ADHD, and even patients with the same subtype may have experienced 

different symptoms leading to the same diagnosis (Dias et al., 2013). This inhomogeneity 

may give the impression of diagnostic subjectivity, reflected in the popular opinion that 

many children receiving a diagnosis of ADHD do not actually have the disorder: 82% of 

American participants in a 2005 study agreed that “ADHD is overdiagnosed today,” 

while only 48% agreed that “ADHD is biologically based” (Norvilitis and Ping Fang, 

2005). These findings stand in stark contrast to several more recent studies concluding 

that ADHD may in fact be underdiagnosed (Fabiano et al., 2013; Sciutto and Miriam 

Eisenberg, 2007). The confusion over what truly constitutes an ADHD diagnosis, and so 

the true prevalence of the disorder, only highlights the need for quantifiable, objective 

diagnostic aids. 

One approach to quantifying the behavioral deficits associated with ADHD 

(inattention, impulsivity, etc) is through the use of neuropsychological testing. 

Neuropsychological tests assess brain function by determining how quickly and 

accurately a person can perform certain mental tasks (Lezak, 2004). These tasks may be 
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designed to specifically assess one domain, such as executive function, or they may be 

combined into a battery to assess multiple cognitive domains, such as executive function, 

intelligence, and/or memory (Lezak, 2004). As executive function, or “top-down” control 

of decision making, includes impulse control and the ability to maintain attention to 

relevant stimuli, performance on tasks of executive function have been thoroughly 

investigated in children with ADHD (Homack and Cynthia A. Riccio, 2004; Van Mourik 

et al., 2005; Willcutt et al., 2005). A majority of these studies have found that children 

with ADHD exhibit poorer performance on measures of executive function than their 

typically developing peers (Homack and Cynthia A. Riccio, 2004; Van Mourik et al., 

2005; Willcutt et al., 2005). However, the average difference between the two groups can 

only be described as medium, indicating a considerable overlap in individual 

performance between children with and without ADHD  (Homack and Cynthia A. Riccio, 

2004; Van Mourik et al., 2005; Willcutt et al., 2005). Therefore, while assessment of 

executive function using neuropsychological testing may be diagnostically helpful in 

some cases, in general it is neither necessary nor sufficient to diagnose ADHD (Willcutt 

et al., 2005). 

Another way to non-invasively assess brain function is possible through 

utilization of magnetic resonance imaging (MRI) techniques; specifically resting state 

functional MRI (rs-fMRI). While neuropsychological testing quantifies brain function 

through the administration of cognitive tasks, rs-fMRI measures fluctuations in blood 

oxygen level-dependent (BOLD) signal in the absence of a task. BOLD signal is 

considered to be indirect but objective measure of brain activity. Hence, brain areas with 
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synchronous BOLD fluctuations are thought to work together, or be functionally 

connected (Huettel et al., 2009). Different sets of functionally connected brain areas can 

form resting state networks (RSNs), which describe how a person’s brain is connected at 

rest (Allen et al., 2011; Damoiseaux et al., 2006; De Luca et al., 2006; van den Heuvel 

and H. E. Hulshoff Pol, 2010). The RSN most often implicated in ADHD is the default 

mode network (DMN), a task-negative network associated with introspection and day-

dreaming (Buckner et al., 2008; Castellanos et al., 2008; Liston et al., 2011; Qiu et al., 

2011; Raichle and Abraham Z. Snyder, 2007; Raichle et al., 2001; Uddin et al., 2008; 

Wang et al., 2009). It has been theorized that children with ADHD have difficulty 

disengaging their DMNs and transitioning to goal-oriented brain activity, and that this 

may be a key deficit in forming the neurobiological basis of ADHD (Fassbender et al., 

2009). Other studies have found decreased resting state integrity of the DMN in children 

with ADHD, clearly implicating the DMN as a target for further study (Castellanos et al., 

2008; Fair et al., 2010; Qiu et al., 2011; Uddin et al., 2008). However, many other 

differences in rs-fMRI measures have been found between ADHD and typically 

developing youth, especially within fronto-striatal circuits (Liston et al., 2011). Previous 

attempts to use rs-fMRI measures as a diagnostic aid for ADHD have yielded mixed 

results, with accuracies in identifying ADHD patients versus typically developing 

controls (TDCs) ranging from 55 % to 78% (Brown et al., 2012; Cheng et al., 2012; 

Colby et al., 2012; Dai et al., 2012; Eloyan et al., 2012). Therefore, similar to 

neuropsychiatric testing, it appears that these methods cannot currently be used as stand-

alone diagnostic tools. 
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In the present study, we attempted to build on our previous work in Chapter 2 

investigating which individual RSN(s) would be most helpful in predicting ADHD status. 

In that work we found that, similar to other studies, the most predictive network (the 

inferior frontal gyrus-middle temporal network) only achieved a diagnostic accuracy of 

66.7% (for details, please see Chapter 2). Our goal in this study was to combine 

information from all 20 resting state networks that we identified to see if, used together, 

this information could improve diagnostic accuracy above what we found for individual 

networks. The 20 networks we identified included 12 RSNs previously found in the 

literature (Thomason et al., 2011) and 8 components which were unclassified. Three 

separate but related approaches were used to combine the information provided by RSNs: 

(1) Individual Prediction Scores, which summed a participant’s binary diagnosis of 

ADHD or TDC across networks; (2) Decision Values, which were used as a proxy for the 

confidence in the diagnosis of ADHD or TDC; and (3) Probability Estimates, which 

determined the likelihood of a given participant having ADHD between 0% and 100%. 

We hypothesized that by combining information provided by resting state networks, a 

diagnostic accuracy higher than 66.7% could be achieved. 

Materials and Methods 
Data Preparation: 630 out of the 973 rs-fMRI data acquisitions that comprise the ADHD-

200 dataset were used for this analysis. Preprocessing was done using the Data 

Processing Assistant for Resting-State fMRI (DPARSFA, http://www.restfmri.net) (Song 

et al., 2011), Statistical Parametric Mapping software (SPM8, Welcome Department of 

Imaging Neuroscience, London, UK; http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) 

http://www.restfmri.net/
http://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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and the Resting-State fMRI Data Analysis toolkit (REST). Group ICA was performed 

using the Group ICA of fMRI (GIFT) toolbox (http://mialab.mrn.org/software/) to 

resolve resting state networks (RSNs). Feature selection for each RSN/component was 

done using the Fisher Score algorithm available through the Arizona State University 

website (http://featureselection.asu.edu/software.php). LIBSVM (version 3.16, 

http://www.csie.ntu.edu.tw/~cjlin/libsvm/) was used in conjunction with Matlab to 

implement support vector machine (SVM) classification. A 10-fold cross-validation 

strategy was used, such that 90% of the participants were used to train the SVM and the 

remaining 10% served as the test set. This allowed the diagnostic SVM classifier to be 

implemented a total of 10 times for each of 20 RSNs/components, using a different 10% 

of the participants as a test set each time. In this way, each participant was included once 

in the test group, and at this time was assigned a diagnosis of ADHD or TDC by the 

SVM for each of the 20 components. The output of this methodology was therefore a set 

of 20 diagnoses per participant, 1 for each of the 20 RSNs/components resolved through 

ICA. For more detail, please refer to the methods section of Chapter 3. 

(1) Individual Prediction (IP) Scores: Using the results of the SVM, four individual 

prediction (IP) scores were generated: 1- All Score; 2- RSN Score; 3- Attention Score; 4- 

Noise Score. For each of 20 components, each participant was assigned a diagnosis of 

ADHD (1) or TDC (0) by the SVM. These values were summed for each individual 

yielding a score (All Score) between 0 and 20, where a score of 0 indicated that all 20 

components classified that individual as TDC and a score of 20 indicated that all 20 

components classified that individual as ADHD (Table 3.1). An RSN Score was also 

http://mialab.mrn.org/software/
http://featureselection.asu.edu/software.php
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Table 3.1. Example generation of Individual Predictions (IP) scores. Subjects are numbered 1-630 in column 1. The true status 

of each participant (0 = TDC, 1 = ADHD) is shown in column 2 (labeled diagnosis). Columns 2-22, labeled C1-C20, are the 

statuses given by the support vector machine for each component/resting state network, respectively. Scores for each subject 

were generated as follows: All score: sum of status given by all components, outlined in red; RSN score: sum of status given 

by 12 components that represent resting state networks (RSNs), outlined in orange; Attention score: sum of status given by 5 

components that represent attention networks, outlined in green; Noise score: sum of status given by 8 unclassified 

components, outlined in purple. 
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Table 3.1. Example Generation of Individual Predictions (IP) Scores 
Subject Diagnosis C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 

1 0 0  0  0  0  0  0  0  0  0  0  0  1  0  0  0  0  0  0  0  0  
2 1 0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  0  1  0  0  0  
3 0 0  1  0  0  0  0  1  0  0  0  0  1  1  0  0  0  0  0  1  0  
                      

630 0 0 0 0 0 1 0 0 1 1 1 0 1 0 0 0 1 0 0 0 0 
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computed using only the 12 components previously found to represent resting state 

networks (Thomason et al., 2011); here a score of 12 indicated complete diagnosis as 

ADHD. Another score (Attention Score) using the 5 components found to represent the 

DMN and attention networks (the DMN, the posterior DMN, the salience network, and 

the left and right executive networks) was calculated; here a maximum score of 5, 

indicating complete diagnosis as ADHD, was possible. Finally, an additional score using 

the remaining 8 unclassified components (Noise score) was calculated (see Table 3.1). 

STATA 12 software (Stata Statistical Software: Release 12. (2011) College 

Station, TX: StataCorp LP) was used to generate receiver operating characteristic (ROC) 

curves for each of these 4 IP scores (see Figure 3.1). These curves plot the sensitivity 

versus 1-specificity for each possible cut point of a given score, allowing for selection of 

the optimal cut point, that is, the one that maximizes sensitivity and minimizes 1-

specificity. Youden’s J-Statistic, given below in equation (3.1), was calculated for each 

ROC curve and used to determine the optimal cut point for each score (Youden, 1950).  

 

 

 

Visually, J determines the cut point by finding the maximum distance between the line of 

equality (extending from the origin to (1, 1) and describing accuracy no better than 

chance) and each point on the ROC curve. The point at which J is maximized is taken as 

the cutoff value for the given score; participants with scores above this point are 

considered “positive” for the test (here, diagnosed with ADHD), while scores below this  
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Figure 3.1. Receiver Operating Characteristic (ROC) curves for A. all 20 components, B. 

12 components that are previously defined as resting state networks (RSNs), C. 5 

components that attention/default mode networks, and D. 8 unclassified/noise 

components. Corresponding plots of E. All Score, F. RSN Score, G. Attention Score, and 

H. Noise Score versus ADHD index score measured by either the ADHD Rating Scale 

IV or Conner’s Parent Rating Scale (Revised, Long Version). Filled black or red circles 

represent typically developing controls (TDC) or participants diagnosed with ADHD, 

respectively; open black or red circles represent the status of the participants as predicted 

by the cut point of the IP score. 
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point indicate absence of illness (here, TDC). The sensitivity, specificity, and accuracy 

for diagnosing ADHD based on the cut off score for each of the 4 IP measures was also 

determined. 

In addition to ROC curves, plots of each IP score versus ADHD Index Score were 

also generated. Either the ADHD Rating Scale IV (DuPaul et al., 1997) or Conner’s 

Parent Rating Scale (Revised, Long Version) (Conners et al., 1998) was used to quantify 

participants ADHD behaviors and symptoms. For both of these measures there is no 

single cut-point that determines ADHD diagnosis; instead scores are compared to 

normative data and converted to a percentile based on age and sex. For the ADHD Rating 

Scale IV, scores that rank above the 80th, 85th, 90th, 93rd percentiles may be considered 

abnormal, while for the Conner’s Parent Rating Scale (Revised, Long Version), 

placement in the 93rd percentile or above is considered abnormal(Collett et al., 2003; 

Conners et al., 1998; DuPaul et al., 1997). Nevertheless, increased ADHD Index Score is 

associated with increased severity of symptoms/likelihood of ADHD diagnosis. Here, 

ADHD Index Score is used to demonstrate how intrinsic measures of brain function (i.e. 

resting state functional connectivity, rs-FC), relate to clinical measures, i.e. ADHD Index. 

(2) Decision Values: Decision values for each component were calculated as part of SVM 

implementation with the LIBSVM 3.16 package (Chang and Chih-Jen Lin, 2011). Each 

time the SVM was implemented, it determined the hyperplane that best separated the 

RSN integrities, or features, of ADHD participants from those of TDC participants by 

finding the greatest distance between the hyperplane and the closest participants used to 

train the SVM. The decision value for each participant in the test set was proportional to 
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how far that participant ultimately fell from the separating hyperplane when the SVM 

was used to diagnose ADHD vs TDC. This distance can therefore be thought of as a 

measure of how confident the SVM was in its diagnosis: test participants whose features 

(RSN integrities) fell very close to the hyperplane were seen by the SVM as very similar, 

while those far away from the hyperplane, very different. The test participants with the 

shortest distance to the separating hyperplane (those with the smallest decision values) 

would be expected to be most frequently misdiagnosed, while those far away from the 

hyperplane (with the greatest decision values) would be expected to be most often 

correct. Decision values for each test participant resulting from SVM implementation for 

the left executive network (component 1), salience network (component 5), physiological 

noise (component 7), and the DMN (component 13) are shown here as examples plotted 

versus ADHD Index score (see Figure 3.2). 

(3) Probability Estimates: Probability estimates were also calculated as part of the SVM 

implementation with the LIBSVM 3.16 package (Chang and Chih-Jen Lin, 2011). Here, 

each participant was assigned a probability between 0 and 1 of having a diagnosis of 

ADHD based on their input features (component integrities). Probability estimates for 

each test participant for the left executive network (component 1), salience network 

(component 5), physiological noise (component 7), and the DMN (component 13) are 

shown here as examples plotted versus ADHD Index score (see Figure 3.3). 

Results 
(1) Individual Prediction Scores: ROC curves for each of the 4 IP scores (All, RSN, 

Attention, and Noise Scores) (Figure 3.1A-D) and Youden’s J-Statistic (equation 3.1)  
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Figure 3.2. Plots of decision values for A. the left executive network (component 1), B. the salience network (component 5), C. a 

noise component (component 7), and D. the default mode network (DMN, component 13) versus ADHD index score measured by 

either the ADHD Rating Scale IV or Conner’s Parent Rating Scale (Revised, Long Version). Filled black or red circles represent 

typically developing controls (TDC) or participants diagnosed with ADHD, respectively; open black or red circles represent the status 

of the participants as predicted by the network/component in question. 
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Figure 3.3. Plots of probability estimates for A. the left executive network (component 1), B. the salience network (component 5), C. 

a noise component (component 7), and D. the default mode network (DMN, component 13) versus ADHD index score measured by 

either the ADHD Rating Scale IV or Conner’s Parent Rating Scale (Revised, Long Version). Filled black or red circles represent 

typically developing controls (TDC) or participants diagnosed with ADHD, respectively; open black or red circles represent the status 

of the participants as predicted by the network/component in question. 
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were used to determine the optimal cut point for each score. The sensitivity, specificity, 

and accuracy for each optimal cut point was also noted and reported here in parentheses. 

For the All Score (maximum = 20) the best cut point was 6 (sensitivity 35%, specificity 

75%, accuracy 55%); for the RSN Score (maximum = 12), the best cut point was 4 

(sensitivity 25%, specificity 82%, accuracy 54%); for the Attention Score (maximum = 

5), the best cut point was 1 (sensitivity 40%, specificity 67%, accuracy 54%); and for the 

Noise Score (maximum = 8), the best cut point was 1 (sensitivity 64%, specificity 47%, 

accuracy 55%). Each participant was then plotted using each of the 4 IP scores versus 

their ADHD Index score (Figure 3.1E-H) to show the relationship between resting brain 

connectivity and behavioral measures as diagnostic tools.  

For all of the following plots, each participant is represented as a filled circle, 

encapsulated by a boundary. The color of the filled circle corresponds to the “true” 

diagnosis of the patient, as provided on the ADHD-200 website (black = TDC, red = 

ADHD). This diagnosis was found using behavioral measures, including the ADHD 

Index. The color of the boundary represents the predicted diagnosis of the patient, based 

on the cut point of the score in question (black = TDC, red = ADHD). For each of the 

scores (IP, Decision Values, and Probability Estimates), if a participant scored greater 

than or equal to the cut point score in question, they were predicted to have ADHD; if 

they scored less than the cut point score, they were predicted to be TDC. Participants that 

appear as completely colored red dots therefore represent true positives, whereas 

completely colored black dots represent true negatives. Participants who appear as filled 
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black circles surrounded by a red boundary are false positives, and filled red circles 

surrounded by a black boundary are false negatives. 

(2) Decision Values: Decision values, which are here presented as a proxy measure for 

how confident the SVM was in its predictions, are shown plotted versus ADHD Index 

score for the left executive network (RSN/component 1, Figure 3.2A), salience network 

(RSN/component 5, 2B), physiological noise (RSN/component 7, Figure 3.2C), and the 

DMN (RSN/component 13, 2D). The left executive, salience, and DM networks were 

chosen as examples because they were predicted to have the best discrimination between 

ADHD and TDC; physiological noise is shown because it was ultimately the most 

sensitive in discriminating between the two classes. Here, positive decision values 

correspond with a predicted diagnosis of TDC, whereas negative values correspond with 

predicted ADHD. The greater the magnitude of the positive value, the farther away from 

the separating hyperplane that participant fell, and the more “certain” the SVM was in the 

TDC diagnosis. Conversely, the greater the magnitude of the negative value, the more 

“certain” the SVM was in the ADHD diagnosis. While the left executive network was 

among the least accurate in predicting ADHD diagnoses, it generated some of the largest 

decision values for TDC participants (very confident in incorrect diagnoses). By contrast, 

the salience network produced many decision values that were close to zero (very unsure 

of incorrect diagnoses). Both physiological noise and the DMN produced conservative 

decision values (not overly confident in correct and incorrect diagnoses); at the same time 

these were not next to zero (not very unsure of diagnoses). 
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(3) Probability Estimates: The probability of having ADHD, ranging from 0 (0%) to 1 

(100%), was assigned to each participant based on their individual component integrities. 

These estimates are shown plotted versus ADHD Index score for the left executive 

network (component 1, Figure 3.3A), salience network (component 5, Figure 3.3B), 

physiological noise (component 7, Figure 3.3C), and the DMN (component 13, Figure 

3.3D). By comparing the upper-right hand quadrant of each of these 4 examples, one can 

see the relative number of true positive participants found using each component; here it 

is clear that physiological noise (component 7) had the greatest number of true positives 

(and thus the highest sensitivity). 

Discussion 
The focus of this study was the integration of the output from the SVM approach 

described in the previous chapter. Here, we attempted to combine information from 20 

putative resting state networks (12 of which matched networks previously identified in 

another study (Thomason et al., 2011) and 8 which remained unclassified) in 3 separate 

but related ways, by using: (1) individual prediction scores, based on each individual 

network’s/component’s diagnosis for each participant, (2) decision values, which 

represented each network’s/component’s confidence in its diagnosis, and (3) probability 

estimates, which assigned a likelihood of ADHD diagnosis between 0 and 100% for each 

network/component. We hypothesized that by including information from multiple 

networks/components, a diagnostic accuracy higher than that found using a single 

network/component (66.7% for the most accurate network) could be achieved. Contrary 

to our hypothesis, we discovered that combining information across 
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networks/components resulted in lower diagnostic accuracies (54-55%). To ensure that 

there were not better groupings of components that could be used for generating IP 

scores, we calculated pair-wise correlation coefficients for each component’s diagnostic 

output (Figure 3.4). This analysis revealed that there were very few components that 

diagnosed participants similarly. The highest correlation was between component 11 

(visual network) and component12 (unclassified) (R=0.37), while most components had 

correlations around zero. Together, these findings argue that the examination of 

individual networks/components may be more helpful than combining information across 

networks in the search for objective markers of ADHD. 

It has been established that ADHD is a heterogeneous disorder; hence the 

proposed approach of assigning a binary diagnosis of ADHD or TDC did not result in 

high diagnostic accuracy. That is, the diagnosis of ADHD may actually include a range of 

sub-conditions, each of which may be the result of independent (but perhaps associated) 

underlying functional deficits. In this case, treating individual ADHD diagnoses as a 

single disorder would yield a high within-group variance in rs-FC measures and possible 

overlap with the TDC population, similar to what was found for neuropsychological 

testing (Homack and Cynthia A. Riccio, 2004; Van Mourik et al., 2005; Willcutt et al., 

2005). In our analysis, this would make it extremely difficult, if not impossible, for the 

SVM to cleanly separate ADHD and TDC groups. This would explain our finding that 

diagnostic accuracy was not high for any given network/component. Furthermore, this 

would also explain why combining information across networks/components caused a 

large drop in accuracy: one ADHD sub-condition may involve certain RSNs, while 



156 

 

Figure 3.4. Correlation coefficient (cc) matrix for all 20 components. Colorbar corresponds to R-values, with warmer colors 

indicating a higher correlation and cooler colors indicating a lower correlation or negative correlation. 
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another may involve different RSNs altogether. If RSN differences are combined for all 

“ADHD” participants, as was done in the present work, distinguishing RSN profiles for 

ADHD sub-conditions will possibly be lost and their overall accuracy in predicting 

diagnoses will drop. Evidence for this can be seen in Figure 3.5, which shows the ROC 

curves for combined decision values (Figure 3.5A) and combined probability estimates 

(Figure 3.5B). Here, the overall accuracy is about 57% for combined decision values and 

58% for combined probability estimates, still lower than the 66.7% accuracy for the best 

individual predictive network. Combined decision values or probability estimates versus 

behavioral measures of ADHD (ADHD Index) are shown in Figures 3.5C and D, 

respectively. Perhaps most interestingly, the variance of decision values or probability 

estimates across all 20 components is shown in Figures 3.5E and F, respectively. Here, it 

can be seen that for many subjects, the confidence in diagnosis (decision values) and the 

likelihood of being assigned an ADHD diagnosis (probability estimates) varies hugely 

across the components used. This supports the idea some participants may show deficits 

in one set of RSNs, while other participants may have a completely different RSN profile, 

yet all are clinically diagnosed with the label ADHD.  

The question, then, turns from “Can we use resting state connectivity measures to 

accurately diagnose ADHD?” to “Could these measures identify ADHD subgroups?” or 

perhaps more generally, “What is the best way to identify ADHD subgroups?” To answer 

this question, the Research Domain Criteria (RDoC) approach laid out by the NIMH may 

prove extremely suitable (Insel et al., 2010). The RDoC framework seeks to uncover 
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Figure 3.5. Receiver Operating Characteristic (ROC) curves for A. average decision 

values and B. average probability estimates. Plots of C. average decision values across all 

components for each participant, D. average probability estimates across all components 

for each participant, E. variance in decision values for each participant across all 

components, and F. variance in probability estimates for each participant across all 

components versus ADHD index score measured by either the ADHD Rating Scale IV or 

Conner’s Parent Rating Scale (Revised, Long Version). Filled black or red circles 

represent typically developing controls (TDC) or participants diagnosed with ADHD, 

respectively. Open black or red circles represent the status of the participants as TDC or 

ADHD as determined by the cut point for each measure, respectively. 
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links between quantifiable indices (such as genes, brain networks, and behavioral 

measures, to name a few) without regard for current disorder labels (such as ADHD). In 

this way, the focus of investigation goes beyond attempting to pinpoint the biological 

basis of a given disorder to understanding intrinsic brain-behavior relationships that may 

cut across diagnostic categories, or even be present at sub-threshold levels in the typically 

developing population. Following this scheme, investigators have recently attempted to 

relate neuropsychological deficits to underlying ADHD subgroups, either by using the 

pre-labeled inattentive and combination subtypes (Nikolas and Joel T. Nigg, 2013) or by 

grouping participants with ADHD based on their neuropsychological performance (Fair 

et al., 2012). Both of these approaches were successful in making this relationship, 

although the conclusions drawn from each group were very different. The first study 

found that ADHD patients of the combined subtype performed worse than those of the 

inattentive subtype on all neuropsychological measures examined, supporting the theory 

that ADHD may exist on a spectrum (Nikolas and Joel T. Nigg, 2013). Other 

investigators have taken this theory to the extreme, positing that these two subtypes of 

ADHD may represent completely separate disorders (Milich et al., 2001). By contrast, the 

second study found that participants’ neuropsychological performance profiles could be 

sorted into 6 subgroups; this was true for both ADHD and typically developing children 

(Fair et al., 2012). This second study further found that symptom severity did not vary 

among the ADHD subgroups, arguing against a spectrum model of ADHD and instead 

supporting the notion that multiple cognitive subtypes exist not only within the ADHD 

patient population, but also for typically developing youths (Fair et al., 2012). Several 
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other studies have also found evidence of multiple cognitive profiles within the ADHD 

group, although the number of subgroups varies by study (Roberts et al., 2013; Thaler et 

al., 2013). The natural extension of this model would be to attempt to relate rs-fMRI 

measures, such as RSN integrity, within and across subgroups defined by their cognitive 

profiles. 

A better understanding of what comprises ADHD (as well as how deficits 

associated with this disorder can be accurately identified) is of great relevance to public 

health. In addition to the large annual costs of ADHD in the US (estimated to be about 

$31 billion dollars, (Hanna, 2009)), there is the question of how a misdiagnosis affects 

the health of a child. First, consider the case of a patient who may not truly have the 

disorder, but is diagnosed with it (a false positive). Risks for this child include 

inappropriate medication with psychostimulants such as methylphenidate or 

dextroamphetamine. While these pharmacological agents have been found to be effective 

in reducing the core symptoms of ADHD, treatment with them carries the potential of 

experiencing such side effects as insomnia, anorexia, and increased anxiety (Barkley et 

al., 1990; Efron et al., 1997; Scheffler et al., 2009; The MTA Cooperative Group, 1999). 

In addition, stimulants are considered potential drugs of abuse, making their prescription 

to children (especially to a child who may not receive therapeutic benefit from them) a 

concern (Hanna, 2009). Furthermore, some ADHD symptoms are common with other 

disorders, introducing the possibility that a child misdiagnosed with ADHD may actually 

have another psychiatric or learning disorder (Berger, 2011). In this case, the 

misrecognition of ADHD may actually prevent appropriate treatment for the true disorder 
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experienced by the child. Conversely, one may also consider the case of a patient who 

truly does have ADHD, but the diagnosis is missed and he or she is considered typically 

developing (a false negative). This child may benefit from medication, but will not 

receive it. In addition, without the diagnosis of ADHD this child may not qualify for 

educational services that could increase his or her ability to perform in school (Gregg, 

2000). 

In conclusion, it is clear that a more objective marker of ADHD would be of great 

clinical value. It could help ensure the recognition of individuals with this disorder while 

simultaneously validating it as a “true” illness. It could help prevent the misdiagnosis of 

children who do not truly have ADHD. Eventually, an objective diagnostic aid may even 

be useful for distinguishing between ADHD and other psychiatric disorders of childhood. 

However, several challenges need to be overcome before an intrinsic marker of ADHD 

can be considered appropriate for use in the clinical setting. The foremost of these 

challenges is a better understanding the deficits that underlie “ADHD” as a diagnostic 

label, and how these deficits can be quantified and reliably related to the disorder. To this 

end, future studies may focus on linking different cognitive subgroups within the 

“ADHD” label to RSN integrities, following the RDoC paradigm.
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SUMMARY AND CONCLUSION



165 

 

In the current work, we examined how RSN integrity differed between children 

with ADHD and their typically developing peers. We found significant over- and under-

connections not only within the DMN, which has been previously shown to be under-

connected in ADHD, but also in three networks that underlie attention: the salience 

network, the left executive network, and the right executive network. Furthermore, 

differences in the integrity of these RSNs were found in two sub-analyses, the first using 

only patients with the combination subtype of ADHD and the second using only patients 

with the inattentive subtype of ADHD. From this analysis we concluded that attention 

networks are generally over-connected in ADHD, and that the DMN is generally under-

connected in combination subtype ADHD, but over-connected in inattentive subtype 

ADHD. 

Next, we investigated whether differences in each network could be used to 

predict ADHD status using a support vector machine. We found that the DMN, contrary 

to our hypothesis, was not the best predictor of ADHD. Instead, we found that two 

relatively unfamiliar networks (the IFG-middle temporal network, 66.8% accuracy and 

the parietal association network, 86.6% specificity and 48.5% PPV) and a physiological 

noise component (sensitivity 39.7% and NPV 69.6%) had the best classification 

performance. This led us to conclude that while there is information contained within 

RSN integrities that is useful for diagnostic predictions, the approach explored in this 

work did not produce a stand-alone diagnostic tool. 

Finally, we attempted to combine information across networks to improve 

classification accuracy. We used three different methods – Individual Prediction Scores, 
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Decision Values, and Probability Estimates – to integrate information from multiple 

RSNs. Contrary to our hypothesis that this would improve classification, the accuracy 

actually decreased to 54% - 55% when information was combined. From this result we 

concluded that individual patients may have ADHD-related deficits that are expressed in 

a combination of RSNs unique to that patient, or a smaller subset of ADHD patients.  

There are several limitations to the present work. First and foremost, there is the 

issue of how each participant’s “true” diagnosis (taken from the ADHD-200 website) was 

made: diagnostic instruments varied from site to site, and all of these relied at least in part 

on parent report of symptoms or behaviors. This lack of a precise gold standard may have 

served as a source of error in determining the accuracy of RSNs in predicting the 

presence of ADHD. Second, the ADHD-200 database is cross-sectional, and so lacks 

information about the course of ADHD symptoms and response to medication over time. 

Lastly, most ADHD-200 sites reported that ADHD subjects were withdrawn from 

stimulant medication 1-3 days before their scans took place; however, several sites did 

not report whether medication was withdrawn. This introduces the possibility that some 

ADHD subjects included in our analysis were scanned while experiencing the effects of 

medication, which may have affected their RSN integrities, and so the accuracy of the 

SVM during classification. 

While our approach here was largely unsuccessful in accurately classifying 

ADHD patients, this avenue of research still holds great potential for the development of 

diagnostic tools. Overall, these findings imply that while resting state connectivity is 

different between patients with ADHD and TDCs, how it differs may vary from patient to 
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patient. As it appears that there is no one common deficit or set of deficits in RSNs 

shared by the majority of patients with ADHD, the use of RSNs to predict ADHD status 

poses a challenging, though promising, problem. The solution may lie in the 

identification and characterization of patient subgroups within the ADHD diagnosis. To 

this end, future studies may focus on using resting state connectivity measures to sort 

both ADHD patients and TDCs into clusters that share similar connectivity profiles, with 

the goal of investigating how symptoms and functional impairments vary across these 

clusters. Ultimately, it may be possible to use resting state connectivity measures as a 

diagnostic aide not for the overarching diagnosis of “ADHD,” but instead for 

membership to subgroups that may exist within the disorder.
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